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{log} (‘setlog’)1 is a programming language and satisfiability solver based on set theory and set relation

algebra, implementing the concept of formulas as programs—as an alternative approach to formulas as types
or proofs as programs. As a programming language it is at the intersection of Constraint Logic Programming,

set programming and declarative programming. As a satisfiability solver {log} implements several decision

procedures for the theory of finite sets and finite set relation algebra. In {log} programmers can write

abstract programs using all the power of set theory and binary relations. These programs can resemble

B or Z specifications. Then, the correctness of {log} programs is more evident than if they were written

in conventional programming languages. Furthermore, {log} programs are also set formulas. Hence,

programmers can use {log} again to automatically prove their programs verify non trivial properties. We call

the capacity of {log} code to behave as a formula and as a program, the formula-program duality; in {log} one

can write forgrams2 instead of plain programs.

The following is a {log} forgram computing the minimum (𝑀) of a set (𝑆):

min(𝑆, 𝑀) :- 𝑀 in 𝑆 & foreach(𝑋 in 𝑆, 𝑀 ≤ 𝑋).

where in corresponds to ∈ and foreach(𝑋 in 𝑆, 𝑀 ≤ 𝑋) to ∀𝑋(𝑋 ∈ 𝑆 =⇒ 𝑀 ≤ 𝑋); both in and foreach are

constraints. As can be seen, the forgram follows the mathematical definition of minimum of a set. We can

use min as a program to compute the minimum of a given set:

min({12, 3, 6, 8}, 𝑀)

in which case {log} answers 𝑀 = 3. {log} can also perform symbolic executions of min:

min({12, 3, 𝑌, 8}, 𝑀) [𝑌 is a variable] (1)

in which case {log} (interactively) returns two solutions: 𝑀 = 3, 3 ≤ 𝑌, and 𝑀 = 𝑌,𝑌 ≤ 3. As this example

shows, in {log} a query (or goal) is executed against a set of stored clauses, much as in Constraint Logic

Programming (CLP) languages. In CLP terminology, the set of stored clauses is called program. Hence, min
is a program as it is a stored clause. In this sense, {log} has an operational semantics similar to that of CLP

languages [13].

min is also a formula or specification. Then, we can use {log} to check some of its properties. As {log}
is a satisfiability solver, if we want to check 𝑝 =⇒ 𝑞 we have to call {log} on ¬(𝑝 =⇒ 𝑞): if the answer is

false, it means that 𝑝 =⇒ 𝑞 is a theorem; otherwise, it is not and {log} will deliver a counterexample. For

instance:

neg(min(𝑆, 𝑀) & min(𝑆, 𝑁) implies 𝑀 = 𝑁) (2)

returns false, whereas:

neg(min(𝑆, 𝑀) & min(𝑆, 𝑁) implies 𝑀 < 𝑁) (3)
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returns a counterexample: 𝑆 = {𝑀 ⊔ 𝑁1} ∧ 𝑀 = 𝑁 ∧ foreach(𝑋 in 𝑁1 , 𝑀 ≤ 𝑋), where {𝑀 ⊔ 𝑁1} means

{𝑀} ∪ 𝑁1 and 𝑁1 is a new set variable. Note that the counterexample can be satisfied by substituting 𝑁1

with the empty set, in which case we get: 𝑆 = {𝑀}, 𝑀 = 𝑁 .

{log} implements a decision procedure for the theory of hereditarily finite sets (HFS), i.e., finitely nested

sets that are finite at each level of nesting [13]; a decision procedure for a very expressive fragment of the

theory of finite set relation algebras [4]; a decision procedure for HFS extended with restricted intensional

sets [6]; a decision procedure for HFS extended with cardinality constraints and linear integer arithmetic

(L|·|) [10], which uses SWI-Prolog’s CLP(Q) to provide a decision procedure for the theory of linear integer

arithmetic [15]; a decision procedure for L|·| extended with integer intervals [9]; and a decision procedure

for restricted quantifiers [11]. In this way, the expressiveness of the {log} language is equivalent to the

class of finite set relation algebras [2]. On top of that, {log} adds direct access to integer algebra, restricted

quantifiers and integer intervals which are not (directly) present in relation algebra. In this sense, the

language is similar in expressiveness to specification languages such as B and Z [1, 16].

For example, the language of {log} allows to express the notion of array as a forgram:

arr(𝐴, 𝑁) :- 0 < 𝑁 & pfun(𝐴) & dom(𝐴, int(1, 𝑁)).

where arr(𝐴, 𝑁) states that 𝐴 is an array of length 𝑁 ; pfun(𝐴) is a constraint forcing 𝐴 to be a function; and

dom(𝐴, int(1, 𝑁)) is a constraint stating that the integer interval int(1, 𝑁) is the domain of 𝐴. The argument

to pfun is a set. Then, in {log} functions are sets of ordered pairs which implies that equality on functions is

extensional, and not intensional as in functional programming. In turn arr and foreach play an important role

when modeling imperative programs as forgrams. For instance, the forgram below computes the minimum

(𝑀) of an array (𝐴 of length 𝑁) by stating conditions over the state trace (𝑇) of the canonical implementation

of minimum of an array:3

minarr(𝐴, 𝑁, 𝑀) :- [arr(𝐴, 𝑁) is assumed]

arr(𝑇, 𝑁) & [a trace of length 𝑁 is necessary to compute the minimum of 𝐴]

get(𝐴, 1, 𝑋1) & [{log} implementation of the get operation over arrays]

𝑇 = {[1, 𝑋1], [𝑁, 𝑀] ⊔ 𝑇1} & [set the first and last states of the trace]

foreach(𝐼 in int(2, 𝑁), [{log} specification of the loop to search for the minimum]

Let [𝑀𝑖 , 𝑋𝑖] [two existential variables (per iteration) are introduced]

Be get(𝑇, 𝐼 − 1, 𝑀𝑖) & get(𝐴, 𝐼, 𝑋𝑖) [𝑀𝑖 and 𝑋𝑖 are bound to specific values]

In If 𝑋𝑖 < 𝑀𝑖 Then [𝐼 , 𝑋𝑖] in 𝑇 Else [𝐼 , 𝑀𝑖] ∈ 𝑇 [the minimum is updated or not]

).

That is, minarr is a logic representation of the imperative canonical algorithm computing the minimum of

an array. Note how each state of the trace is specified in the If statement: if the 𝐼-th element of 𝐴 is less than

the accumulated minimum (i.e. 𝑀𝑖) then the new state in 𝑇 must be [𝐼 , 𝑋𝑖]; otherwise, the minimum is not

updated ([𝐼 , 𝑀𝑖] ∈ 𝑇). In this way, the structure of minarr somewhat resembles that of the corresponding

imperative program but {log} processes it as any other forgram.

The decision procedures mentioned above are integrated into a single solver, implemented in Prolog,

which constitutes the core of {log}. Several in-depth empirical evaluations provide evidence that {log} is

able to solve non-trivial problems [4, 6, 12]; in particular as an automated verifier of security properties

[5, 8, 3] and for Z and B specifications [8, 7]. In all these empirical evaluations {log} is mainly used as an

automated verifier. As such, its performance is acceptable in terms of the number of verification conditions

that it is able to discharge in a reasonable time. For example, concerning the decision procedure for L|·| ,
{log} performs no worse than state-of-the-art SMT solvers and better than special-purpose algorithms [10,

Section 7.3].

3This is not {log} syntax; the forgram is written in {log} with a less readable syntax. Adding this syntactic sugar to {log} is in our

TODO list. The essence and structure of the real forgram are basically the same.
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Internally, {log} is a rewriting system composed of more than a hundred of rewrite rules. These rules

implement low-level properties of set theory. One of the cornerstones of the system is the implementation

of set unification [14] which determines when two finite sets are equal:

{𝑎 ⊔ 𝐴} = {𝑏 ⊔ 𝐵} →
(𝑎 = 𝑏 ∧ 𝐴 = 𝐵) ∨ (𝑎 = 𝑏 ∧ {𝑎 ⊔ 𝐴} = 𝐵) ∨ (𝑎 = 𝑏 ∧ 𝐴 = {𝑏 ⊔ 𝐵}) ∨ (𝐴 = {𝑏 ⊔ 𝑁} ∧ 𝐵 = {𝑎 ⊔ 𝑁})

where 𝑁 is a new set variable. Clearly, this rule involves exploration of four disjunctive alternatives which,

in general, implies a heavy use of backtracking. Set unification is necessary to express and to (automatically)

reason about specifications common in B and Z such as:

𝐴′ = 𝐴 ∪ {𝑥} (Z)

𝐴 := 𝐴 ∪ {𝑥} (B)

which in {log} are written as 𝐴_ = {𝑥 ⊔ 𝐴}, where 𝐴_ is interpreted as the value of 𝐴 in the next state.

However, many times such “deep” equality testing is not necessary. For example, checking whether or

not all the elements of a set verify a given property does not require, in general, set equality. This leads us

to other of the main rewrite rules implemented in {log}4:

𝑥 in {𝑦 ⊔ 𝐴} → 𝑥 = 𝑦 ∨ 𝑥 in 𝐴 (4)

{𝑥 ⊔ 𝐴} ⊆ 𝐵 → 𝑥 ∈ 𝐵 ∧ 𝐴 ⊆ 𝐵 (5)

As can be seen, rules such as these make a lighter use of backtracking and, more importantly, they tend to be

closer to the optimal computational complexity required for those operations. Testing if an element belongs

to a set requires a linear search on the set; whereas testing if all the elements of a set belong to another set,

requires a quadratic search. This is so regardless of sets being basic types or implemented by means of lists

or multisets. Nevertheless, rule (4) could have been defined to make it more efficient by stopping the search

once 𝑥 = 𝑦 succeeds:

𝑥 in {𝑦 ⊔ 𝐴} → 𝑥 = 𝑦! ∨ 𝑥 in 𝐴 (6)

where 𝐺! is the {𝑙𝑜𝑔} notation to state that we are interested in just the first solution of goal 𝐺. However, as 𝑦
may be a variable and 𝐴 may contain other variables as elements, this turns the solver incomplete making it

unsuitable as an automated theorem prover. {log} would no longer be able to return a finite representation

of all the possible solutions of the input formula. In this way, {log} is able to compute at a symbolic level

not present in, for instance, functional programming. This capacity, on the other hand, pays the price of

reduced efficiency.

When {log} terminates on some formula the result is a simplified, equivalent formula. An example is

the answer to formula (2). When the returned formula is not false, it is a disjunction of formulas in solved
form—e.g., the two solutions of (1). A formula in solved form is guaranteed to be satisfiable—e.g., the

solution shown for (3). The disjunction of formulas in solved form is equivalent to the input formula.

The rewriting system is integrated with syntactic unification and CLP(Q) thus generating a truly con-

straint solving algorithm. As an example, at some point, (1) is rewritten into:

𝑀 in {12, 3, 𝑌, 8} & 𝑀 ≤ 12 & 𝑀 ≤ 3 & 𝑀 ≤ 𝑌 & 𝑀 ≤ 8

Then, rule (4) is applied making 𝑀 to be bound to each element in {12, 3, 𝑌, 8}, thus creating a series of

purely integer formulas that are solved by CLP(Q). For example:

𝑀 = 12 → 12 ≤ 12 & 12 ≤ 3 & 12 ≤ 𝑌 & 12 ≤ 8 → false [12 ≤ 3]

𝑀 = 𝑌 → 𝑌 ≤ 12 & 𝑌 ≤ 3 & 𝑌 ≤ 𝑌 & 𝑌 ≤ 8 → 𝑌 ≤ 3

4Rules for special cases are not shown for brevity.
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