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Abstract

Systems involving quantisation arise in many areas of engineering, especially when digital implementations are involved. In this thesis we consider different aspects of quantisation in feedback control systems. We study two topics of interest: (a) quantisers that quadratically stabilise a given system and are efficient in the use of their quantisation levels and (b) the derivation of ultimate bounds for perturbed systems, especially when the perturbations arise from the use of quantisers.

In the first part of the thesis we address problem (a) above. We consider quadratic stabilisation of discrete-time multiple-input systems by means of quantised static feedback and we measure the efficiency of a quantiser via the concept of quantisation density. Intuitively, the lower the density of a quantiser is, the more separated its quantisation levels are. We thus deal with the problem of optimising density over all quantisers that quadratically stabilise a given system with respect to a given control Lyapunov function. Most of the available results on this problem treat single-input systems, and the ones that deal with the multiple-input case consider only two-input systems. In this thesis, we derive several new results for multiple-input systems and also provide an alternative approach to deal with the single-input case. Our new results for multiple-input systems include the derivation of the structure of optimal quantisers and the explicit design of multivariable quantisers with finite density that are able to quadratically stabilise systems having an arbitrary number of inputs. For single-input systems, we provide an alternative approach to the analysis and design of optimal quantisers by establishing a link between the separation of the quantisation levels of a quantiser and the size of its quantisation regions.

In the second part of the thesis we address problem (b) above. In the presence of perturbations, asymptotic stabilisation may not be possible. However, there may exist a bounded region that contains the equilibrium point and has the property that the system trajectories converge to this bounded region. When this bounded region exists, we say that the system trajectories are ultimately bounded, and that this bounded region is an ultimate bound for the system. The size of the ultimate bound quantifies the performance of the system in steady state. Hence, it is important to derive ultimate bounds that are as tight as possible. This part of the thesis addresses the problem of ultimate bound computation in settings involving several scalar quantisers, each having different features. We consider each quantised variable in the system to be a perturbed copy of the corresponding unquantised variable. This turns the original
quantised system into a perturbed system, where the perturbation has a natural *componentwise* bound. Moreover, according to the type of quantiser employed, the perturbation bound may depend on the system state. Typical methods to estimate ultimate bounds are based on the use of Lyapunov functions and usually require a bound on the norm of the perturbation. Applying these methods in the setting considered here may disregard important information on the structure of the perturbation bound. We therefore derive ultimate bounds on the system states that explicitly take account of the componentwise structure of the perturbation bound. The ultimate bounds derived also have a componentwise form, and can be systematically computed without having to, for example, select a suitable Lyapunov function for the system. The results of this part of the thesis, though motivated by quantised systems, apply to more general perturbations, not necessarily arising from quantisation.
Notation

\[ \triangleq \] Definition.
\[ \| \cdot \|_2 \] Euclidean norm of a vector and corresponding induced norm of a matrix.
\[ \| \cdot \|_\infty \] Infinity norm of a vector and corresponding induced norm of a matrix.
\[ \uplus \] Disjoint union.
\[ \# \] Number of elements (cardinality) of a set.
\[ \eta(q) \] Quantisation density of a quantiser \( q \).
\[ \lambda_{\text{max}}(\cdot) \] Maximum eigenvalue of a real symmetric matrix.
\[ \lambda_{\text{min}}(\cdot) \] Minimum eigenvalue of a real symmetric matrix.
\[ \rho(M) \] Spectral radius of the square matrix \( M \), that is, maximum over the magnitude of the eigenvalues of \( M \).
\[ 0_{n \times m} \] \( n \times m \) matrix with zero entries.
\[ \mathbf{1}_n \] \( n \)-dimensional column vector with all components equal to 1.
\[ \lfloor b \rfloor \] Greatest integer not greater than \( b \).
\[ \lfloor b \rfloor \] Least integer not less than \( b \).
\[ \mathbb{C} \] Set of complex numbers.

CAQS Coarse Almost Quadratically Stabilising.

CLF Control Lyapunov Function.

\[ \text{diag}(\lambda_1, \ldots, \lambda_n) \] Diagonal matrix with main-diagonal entries \( \lambda_1, \ldots, \lambda_n \).
\[ \mathbf{I}_n \] \( n \times n \) identity matrix.
\[ \text{Im}(M) \] Range of a matrix \( M \).

LTI Linear Time-invariant.

\[ \max\{x, y\} \] Componentwise maximum of vectors \( x \) and \( y \).
\[ |M| \] Elementwise magnitude of a matrix \( M \) with (possibly) complex entries. That is, if \( M \) has entries \( M_{i,j} \), then \( |M| \) is the matrix with entries \( |M_{i,j}| \).
$M < N$ Set of componentwise inequalities $M_{i,j} < N_{i,j}$ for $i = 1, \ldots, m$, $j = 1, \ldots, n$, when $M, N \in \mathbb{R}^{m \times n}$.

$M \leq N$ Set of componentwise inequalities $M_{i,j} \leq N_{i,j}$, for $i = 1, \ldots, m$, $j = 1, \ldots, n$, when $M, N \in \mathbb{R}^{m \times n}$.

$M > N$ Set of componentwise inequalities $M_{i,j} > N_{i,j}$ for $i = 1, \ldots, m$, $j = 1, \ldots, n$, when $M, N \in \mathbb{R}^{m \times n}$.

$M \geq N$ Set of componentwise inequalities $M_{i,j} \geq N_{i,j}$, for $i = 1, \ldots, m$, $j = 1, \ldots, n$, when $M, N \in \mathbb{R}^{m \times n}$.

$n \mod N$ Remainder of dividing $n$ by $N$ ($n \in \mathbb{Z}_{+0}, N \in \mathbb{Z}_+$).

$\text{QS}$ Quadratically Stabilising.

$q, \tilde{q}, \hat{q}$ Quantisers.

$\mathbb{R}$ Set of real numbers.

$\mathbb{R}^n_+$ Set of vectors in $\mathbb{R}^n$ with positive components.

$\mathbb{R}^n_{+,0}$ Set of vectors in $\mathbb{R}^n$ with nonnegative components.

$\mathbb{R}^{n \times m}_+$ Set of matrices in $\mathbb{R}^{n \times m}$ with positive entries.

$\mathbb{R}^{n \times m}_{+,0}$ Set of matrices in $\mathbb{R}^{n \times m}$ with nonnegative entries.

$\text{Re}(M)$ Elementwise real part of a matrix $M$. That is, if $M$ has entries $M_{i,j}$, then $\text{Re}(M)$ is the matrix with entries $\text{Re}(M_{i,j})$.

$T$ Transpose.

$T^k$ Iteration of a map $T : \mathbb{R}^n \rightarrow \mathbb{R}^n$, $T^k(x) = T(T^{k-1}(x))$, for $k = 1, 2, \ldots$, and $T^0(x) \triangleq x$.

$\mathcal{U}(q)$ Range of a quantiser $q$.

$V(\cdot)$ Control Lyapunov function.

$\mathbb{Z}$ Integers.

$\mathbb{Z}_+$ Positive integers.

$\mathbb{Z}_{+,0}$ Nonnegative integers.
Chapter 1

Introduction

1.1 Quantisation in Feedback Control

The term “quantisation” refers to the restriction of a variable to a discrete set of values rather than a continuous set of values. There are several reasons why quantisation needs to be considered in feedback control systems. For example, since controllers are usually implemented digitally, signals that take values in a continuous set need to be represented with finite precision to allow digital information processing in finite time (Åström and Wittenmark, 1997). In addition, sensors may produce an output that indicates only whether the value of the measured signal lies within some range. The number of different ranges that the sensor can distinguish may be severely limited in some cases. A prime example of the latter situation is provided by the exhaust gas oxygen sensor used for air-to-fuel ratio control in automotive systems (see, for example, Grizzle et al., 1991). Further motivation for considering quantisation in feedback control systems is the recent boom of interest in networked control systems (Raji, 1994; Zhang et al., 2001; Walsh and Ye, 2001). These systems are characterised by the fact that controllers and plants are interconnected over a digital communication network, making quantisation essential in order to transmit information among different parts of the system.

The analysis of the effects of quantisation in feedback control systems began as early as in the 1950s, as evidenced by the work of Kalman (1956). Kalman’s work was aimed at studying the effects of nonlinearities on sampled-data systems. Although the words quantiser or quantisation do not explicitly appear in this work, the effect of including an ideal relay—one of the simplest forms of quantiser—in a sampled-data system was analysed. Also during the 1950s, the words quantisation and quantised appeared in the control systems literature (Flügge-Lotz and Taylor, 1956; Bertram, 1958). The need to analyse the effects of quantisation on control systems stemmed from the fact that controllers could be digitally implemented. Indeed, in a typical digital control scheme, quantisation arises due to the use of analog-to-digital (A/D) and digital-to-analog (D/A) converters, and because the calculations performed
by the digital processor have round-off errors.

The way in which quantisation is dealt with in feedback control systems has experienced a striking change in recent years. Traditionally, quantisation in control systems was regarded as an undesirable phenomenon. The most common approach to designing a digital controller was to disregard quantisation in a first stage, when the controller was designed. The impact of quantisation on the resulting performance was later mitigated by utilising A/D and D/A converters, and digital processors, with suitably high precision. Naturally, however, even small quantisation errors can have a negative impact on achievable performance. Different methods exist for estimating the deleterious effect of quantisation on a digital control system that is designed ignoring the presence of quantisation (Bertram, 1958; Slaughter, 1964; Yakowitz and Parker, 1973; Green and Turner, 1988; Miller et al., 1988; Farrell and Michel, 1989; Miller et al., 1989). Almost all of these methods regard a quantised variable as a perturbed copy of the unquantised variable. The effect of quantisation on the resulting performance is then analysed utilising a bound on the perturbation introduced by the quantiser. This approach is well justified when the required precision is easily achievable and the cost of the resulting implementation is reasonable.

A different approach is to regard a quantised variable as a partial observation of the unquantised variable. This means that a quantised variable provides information on a range of values that the unquantised variable may take, rather than one specific value. Relevant works that address quantisation in this manner in the context of feedback control systems are Curry (1970) and Delchamps (1990). These works have paved the way for the most recent approach to quantisation, which consists in viewing a quantiser as an information coder. This new approach has led to a paradigm change regarding quantisation in a feedback control system: from undesirable phenomenon to intrinsic and inescapable system component.

Indeed, in recent years, different control schemes have been proposed and analysed, which explicitly account for the fact that controller and plant(s) are connected via a communication channel (see the special issue Antsaklis and Baillieul, Guest Eds., 2004, and the references therein). The new challenges that arise from the introduction of a communication channel between controller and plant(s) are numerous. These challenges include the need to explicitly deal with variable time delays, nonuniform sampling, limited data-rate/bandwidth, data loss, and quantisation.

There has been substantial research effort directed at various aspects of the above factors. Several lines of research exist which address different groups of such issues. In particular, numerous works explicitly deal with quantisation while focusing on stabilisation in a networked control setting. Within these works, we can distinguish between the ones where the quantisation strategy is dynamic and time-varying (for example, Wong and Brockett, 1999; Brockett and Liberzon, 2000; Liberzon, 2003a,b; Liberzon and Hespanha, 2005; Nair and Evans, 2003, 2004; Li and Baillieul, 2004; Tatikonda and Mit- ter, 2004a,b; Tatikonda and Elia, 2004) and where it is fixed and static (for example, Elia and Mitter, 2001; Elia and Frazzoli, 2002; Kao and Venkatesh, 2002; Fu and Xie, 2003, 2005; Baillieul, 2002; Ishii
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and Francis, 2002b, 2003; Ishii and Basar, 2005; Goodwin et al., 2004).

If the quantisation strategy is dynamic and time-varying, then quantisers having a finite number of levels may be employed to achieve asymptotic stabilisation. On the other hand, if the quantisation strategy is fixed and static, employing a quantiser with a finite number of levels can only yield local practical stability. Asymptotic stability can be achieved by utilising quantisers with a countably infinite number of levels, having increasingly higher precision towards the origin (such as logarithmic quantisers). Quantisers with a finite number of levels have greater practical significance than quantisers with an infinite number of levels. However, the latter quantisers have been very useful for proving many important results in networked control.

Throughout this thesis, we will regard a quantiser as a fixed and static component of the system and will analyse different aspects of quantisation in feedback control systems. Specifically, we will deal with the following two topics: (a) quadratic stabilisation by means of quantised static feedback and (b) the derivation of ultimate bounds for perturbed systems, especially when the perturbations arise due to the use of quantisers.

1.1.1 Quadratic Stabilisation via Quantised Static Feedback

In Part I of the thesis, we deal with quadratic stabilisation of discrete-time linear systems by means of static feedback employing quantisers. The approach that we follow is related to the work of Elia and Mitter (2001); Elia and Frazzoli (2002); Elia (2002); Kao and Venkatesh (2002); Fu and Xie (2003, 2005). Elia and Mitter (2001) introduce a measure of density of quantisation. Intuitively, the density of a quantiser is lower than that of another quantiser if the values of the former are more separated than those of the latter. In this sense, a quantiser can be regarded as being more efficient in the use of its quantisation levels if its density is lower. In this context, an important question that is posed and answered in Elia and Mitter (2001) is: for a linear single-input system, what is the most efficient quantiser over all quadratically stabilising quantisers?

The interesting results of Elia and Mitter (2001) apply only to single-input systems. Generalising these results to multiple-input systems is recognised as an extremely difficult task. Indeed, for multiple-input systems, the quantisation density problem introduced in Elia and Mitter (2001) still remains largely open. Elia and Frazzoli (2002) and Elia (2002) provide lower bounds on the infimum quantisation density for two-input systems. Kao and Venkatesh (2002) analyse different quantisation schemes and their densities for linear multiple-input systems. However, explicit design of a multivariable quantiser with finite (though not necessarily infimum) quantisation density is performed only when quadratic stabilisation is possible through the use of a two-dimensional subspace of the input space.

The works of Fu and Xie (2003, 2005) employ a completely different approach to deal with the optimisation of quantisation density. These authors model a logarithmic quantiser as a nonlinearity
bounded by a sector. The system is then regarded as an uncertain system with sector-bound uncertainty and the problem is posed as a robust control problem. Their main finding is that, for single-input systems, this approach is not conservative. That is, the results of Elia and Mitter (2001) can be recovered by means of this approach. To deal with multiple-input systems, Fu and Xie utilise independent scalar quantisers for each input signal. Independently quantising the different input signals, however, leads to designs with infinite quantisation density.

Our contribution to this problem will be to give several new results related to quadratic stabilisation of single- and multiple-input systems and to quantisation density. These results are presented in Part I of the thesis and include the derivation of the structure of optimal quantisers and the explicit design of multivariable quantisers with finite density that are able to quadratically stabilise systems having an arbitrary number of inputs.

1.1.2 Componentwise Ultimate Bounds for Perturbed Systems

In Part II of the thesis, we deal with the derivation of componentwise ultimate bounds for continuous-time, discrete-time and sampled-data perturbed systems, especially when the perturbations arise due to the use of quantisers.

Quantisation in digital control systems arises due to the use of A/D, D/A and digital processors with finite precision. Since a digital control system is usually designed ignoring the presence of quantisation, it is necessary to estimate the effect that quantisation has on the resulting practical implementation. This effect can be quantified by means of bounds on the difference between the desired and the actual system behaviour. In particular, it is of interest to obtain ultimate bounds on the system variables (Yakowitz and Parker, 1973; Green and Turner, 1988; Miller et al., 1988; Farrell and Michel, 1989; Miller et al., 1989).

More recently, motivated by networked control systems, several control schemes have been considered that involve static memoryless quantisers (see for example, Elia and Mitter, 2001; Ishii and Francis, 2002b, 2003; Ishii et al., 2004; Ishii and Başar, 2005; Fu and Hara, 2005). Most of these works deal with the design of quantised control strategies to achieve different objectives, and utilise all the information provided by a quantised variable. However, some aspects of the resulting schemes can also be analysed by regarding a quantised variable as a perturbed copy of the corresponding unquantised variable. In particular, ultimate bounds on the system variables may be obtained in this manner when asymptotic stability is not possible.

Regarding a quantised variable as a perturbed copy of the unquantised variable turns a quantised control system into a perturbed system. The most general and powerful tool to analyse ultimate bounds in perturbed systems is the use of Lyapunov functions (see, for example, Khalil, 2002). This approach has the inherent difficulty of finding a suitable Lyapunov function. For linear systems, however, quadratic Lyapunov functions can be easily computed. Kofman (2005) proposes a different method to estimate...
ultimate bounds for linear continuous-time perturbed systems with constant perturbation bounds. The method is based on the analysis of the system in modal coordinates and gives componentwise ultimate bounds on the system state. An example is given where the suggested method yields ultimate bounds that are substantially tighter than those derived by means of quadratic Lyapunov functions. The method of Kofman can be regarded as the continuous-time counterpart to the earlier method of Yakowitz and Parker (1973).

In Part II of the thesis, we will bring together the above earlier ideas and more recent work. In particular, motivated by the results of Yakowitz and Parker (1973) and Kofman (2005), we develop systematic methods to obtain componentwise ultimate bounds in continuous-time, discrete-time and sampled-data perturbed systems, especially when the perturbations arise due to the use of quantisers. We allow for different types of quantisers: uniform, logarithmic and semitruncated logarithmic. Our developments require several extensions of the methods of Yakowitz and Parker and Kofman. We also show how our methods can be applied to a class of nonlinear systems. The main features of our methods are their systematic nature and their flexibility in dealing with highly structured perturbation schemes. This latter feature allows us to deal with systems involving many different quantisers in the same setting.

1.2 Thesis Overview

The contents of the thesis are presented in 6 core chapters, which have been organised into two parts: the first part deals with stabilisation by means of quantisers, and the second part addresses the derivation of ultimate bounds in the presence of quantisation. A final chapter presents a summary and conclusions.

Part I (Chapters 2 to 5) addresses quantisation density in the context of quadratic stabilisation of discrete-time systems by means of static feedback utilising quantisers. The works most related to this part of the thesis are Elia and Mitter (2001); Elia and Frazzoli (2002); Elia (2002); Kao and Venkatesh (2002); Fu and Xie (2003, 2005). A more detailed description of the various chapters follows.

In Chapter 2, we first briefly review quadratic stabilisation of linear discrete-time systems and then focus on quantisation density in the context of multiple-input systems. We generalise the definition of quantisation density of Elia and Mitter (2001) to multiple-input systems and derive several new results regarding quantisation density. We also pose the problem of optimising quantisation density over all quantisers that quadratically stabilise a given multiple-input system and derive an important result that reveals the structure of a quantiser that optimises density. The different results of this chapter are employed in the remaining chapters of Part I of the thesis.

In Chapter 3, we focus on the characterisation of quantisers that quadratically stabilise a given multiple-input system. As a first step toward this characterisation, we consider quantisers having a form that can be interpreted as the simplest possible in some appropriate sense. We derive necessary and sufficient conditions for these quantisers to quadratically stabilise a system, and we do this by
means of explicit geometric considerations. We thus develop a novel geometric approach to quadratic stabilisation of multiple-input systems by means of quantisers. The geometric approach derived in this chapter will provide the framework for results derived in subsequent chapters. We also employ this geometric approach to design quantisers with finite density that can stabilise multiple-input systems having an arbitrary number of inputs.

In Chapter 4, we deal with single-input systems. For these systems, we enhance the geometric approach of Chapter 3 to explore quantiser coarseness from a state-space standpoint, as opposed to the standard input-space-based concept of quantisation density. We introduce a novel type of quantisers, namely CAQS (Coarse-Almost-Quadratically-Stabilising) quantisers, and analyse the relationships between CAQS quantisers and quantisers that minimise quantisation density in the standard sense. We also show how to directly utilise CAQS quantisers to design static output feedback strategies that employ quantisers of infimum density. We conclude this chapter by showing how to recover a well-known result on infimum quantisation density by means of our approach.

In Chapter 5, we solve a special case of infimum quantisation density problem for multiple-input systems. Specifically, we derive the infimum density over all quantisers that quadratically stabilise the system and have levels in a one-dimensional subspace of the input space. We also show that our result conflicts with a previously published result, and we provide a counterexample to the latter result.

Part II (Chapters 6 and 7) addresses the derivation of ultimate bounds in systems involving quantisation. Throughout this part, a quantised variable will be regarded as a perturbed copy of the corresponding unquantised variable.

In Chapter 6, we derive componentwise ultimate bound expressions for discrete-time and sampled-data perturbed systems, especially when the perturbations arise due to quantisation. A very important feature of our results is that they can directly accommodate feedback schemes where quantisers of different characteristics and/or types affect different signals in the same system. We demonstrate the applicability and potential of the method by means of an example taken from recent literature on the topic of control over communication networks.

In Chapter 7, we extend the results of Chapter 6 to deal with perturbed systems where the perturbation bounds have more general forms. In this case, we focus on continuous- and discrete-time perturbed systems. Since the perturbations are allowed to be bounded by state-dependent functions, the method can then be applied to nonlinear systems by regarding them as perturbed linear systems.

In Chapter 8, we summarize and give suggestions for future work.

1.3 Thesis Contributions

The main contributions of the thesis are believed to be:
Chapter 2. We derive an expression for the quantisation density of multivariable quantisers having radially logarithmically spaced levels (Theorem 2.12). We establish the invariance of the density of a quantiser under a linear one-to-one transformation (Lemma 2.15). We also derive results (Theorem 2.17 and Theorem 2.19) that provide insight into the structure of quantisers that optimise density for a multiple-input system.

Chapter 3. We give a geometric interpretation to the fact that a quantiser quadratically stabilises the system. We derive necessary and sufficient conditions for a quantised feedback having levels in a minimum-dimensional subspace to quadratically stabilise a given multiple-input system (Theorem 3.14 and Theorem 3.17). We also explicitly design quantisers having finite quantisation density that are able to quadratically stabilise a system having an arbitrary number of inputs (Theorem 3.22).

Chapter 4. For single-input systems, we explore quantiser coarseness from a state-space standpoint. We introduce and characterise CAQS quantisers (Theorem 4.16) and analyse the connections between this state-space approach and the standard input-space-based quantisation density (Theorems 4.19, 4.21, 4.22 and 4.23). We also show how to directly utilise CAQS quantisers to design static output feedback strategies that employ infimum density quantisers (Theorem 4.20).

Chapter 5. We derive a new result on infimum quantisation density for multiple-input systems, optimising over the class of quantisers that have levels in a one-dimensional subspace of the input space (Theorem 5.3). We also show that our result partially replaces an incorrect intermediate result in Elia and Frazzoli (2002).

Chapter 6. We derive ultimate bound expressions for perturbed discrete-time systems (Theorem 6.5) and sampled-data systems (Theorem 6.8 and Lemma 6.9). These expressions are believed to be novel. A key feature that distinguishes these results from other ultimate-bound derivation methods is the particular componentwise form of the perturbation bound [see (6.36)]. This form for the perturbation bound is particularly well-suited to the analysis of schemes where different combinations of uniform, logarithmic and semitruncated logarithmic quantisers are simultaneously employed on the same system.

Chapter 7. We extend the results of Chapter 6 to perturbed systems with more general componentwise perturbation bounds. This extension allows us to derive ultimate bounds for a class of nonlinear systems by regarding them as perturbed linear systems, with perturbation bounds that may depend on the system state. We provide systematic methods for the derivation of ultimate bounds (Theorem 7.4 for continuous-time systems and Theorem 7.8 for discrete-time systems), jointly with a region of attraction to the ultimate bound (Algorithm 1 and Theorem 7.5 for continuous-time systems, and Theorem 7.9 for discrete-time systems).
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Part I

Geometric Approach to Quadratic Stabilisation and Quantisation Density
Chapter 2

Quadratic Stabilisation and Quantisation Density

2.1 Overview

The concept of quantisation density was first introduced by Elia and Mitter (2001) into the context of quadratic stabilisation of linear systems. Intuitively, the density of a quantiser is lower than that of another quantiser if the values of the former are more separated than those of the latter. In this sense, a quantiser can be regarded as being more efficient in the use of its quantisation levels if its density is lower.

Elia and Mitter (2001) consider and solve the problem of finding a least dense quantiser over all quantisers that quadratically stabilise a given linear single-input system. These authors begin by considering discrete-time systems and approach the problem by dividing it into two parts. First, a least dense quantiser over all quantisers that quadratically stabilise with respect to a given Control Lyapunov Function (CLF) (see Definition 2.3) is explicitly found. The density of this quantiser is explicitly derived and depends, among other quantities, on the matrix defining the given quadratic CLF. The second part of the approach consists in optimising this density over all matrices that define quadratic CLFs for the system. The end result of this two-part approach is the derivation of an optimum quantisation density, corresponding to a least dense quantiser over all quadratically stabilising quantisers, and also to show how such a least dense quantiser may be constructed. Elia and Mitter then develop a comprehensive treatment of stabilisation of single-input linear systems with least dense quantisers, providing results which deal with continuous-time systems, state estimation with quantisers and practical stabilisation with finite quantisers arising from the truncation of a least dense quantiser.

For multiple-input systems the problem of optimising quantisation density over all quantisers that
quadratically stabilise a system still remains largely open. Elia and Frazzoli (2002) give a straightforward generalisation of the quantisation density definition to two-input systems and provide lower bounds on the infimum quantisation density for two-input systems. Tighter lower bounds on the infimum quantisation density for two-input systems are given in Elia (2002). Kao and Venkatesh (2002) analyse different quantisation schemes and their densities for linear multiple-input systems. However, explicit design of a multivariable quantiser with finite (though not necessarily infimum) quantisation density is performed only when quadratic stabilisation is possible through the use of a two-dimensional subspace of the input space.

Throughout Part I of this thesis, we will derive results contributing to the problem of optimising quantisation density over all quantisers that quadratically stabilise a discrete-time system. We will be mainly concerned with multiple-input systems though we will also provide a different approach to deal with single-input systems. We will focus on the optimisation of quantisation density for a given CLF, which corresponds to the first part of Elia and Mitter’s two-part approach.

In this chapter, we begin with a brief review of quadratic stabilisation of linear time-invariant discrete-time systems. After this brief review, we focus on quantisation density in the context of multiple-input systems. We will provide a straightforward generalisation of the definition of quantisation density to multiple-input systems and will then derive several new results in this context.

2.2 Quadratic Stabilisation of Discrete-time Systems

We consider a discrete-time linear time-invariant system, defined by

$$x(k + 1) = Ax(k) + Bu(k),$$

(2.1)

where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $u(k) \in \mathbb{R}^m$ is the current control, and $x(k) \in \mathbb{R}^n$ is the current state. We assume that the matrix $A$ has at least one eigenvalue outside or on the unit circle, $B$ has full column rank and the pair $(A, B)$ is stabilisable.

The main ingredient in the analysis of quadratic stabilisation of system (2.1) is a positive definite quadratic function $V : \mathbb{R}^n \to \mathbb{R}_{+}$, of the form

$$V(x) = x^T P x,$$

(2.2)

where $P = P^T > 0$.

Although system (2.1) is linear, applying a nonlinear feedback $u = q(x)$ yields a nonlinear closed-loop system. The resulting closed-loop system is said to be quadratically stable if and only if it admits a quadratic Lyapunov function. We thus employ the following definitions.

**Definition 2.1 (Quadratic Stability)** A time-invariant discrete-time system of the form $x(k + 1) = f(x(k))$, where $f : \mathbb{R}^n \to \mathbb{R}^n$ satisfies $f(0) = 0$, is said to be quadratically stable with respect to
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If \( V \) is a quadratic positive definite function of the form (2.2) and \( V(f(x)) - V(x) < 0 \), for all nonzero \( x \in \mathbb{R}^n \). It is said to be quadratically stable if there exists \( V \) such that \( x(k + 1) = f(x(k)) \) is quadratically stable with respect to \( V \).

**Definition 2.2 (Quadratically Stabilising Feedback)** A static feedback \( u = q(x) \) is said to quadratically stabilise system (2.1) with respect to \( V \) if the closed-loop system \( x(k + 1) = Ax(k) + Bq(x(k)) \) is quadratically stable with respect to \( V \). It is said to quadratically stabilise system (2.1) if the closed-loop system \( x(k + 1) = Ax(k) + Bq(x(k)) \) is quadratically stable.

Given a function \( V \) of the form (2.2), we will analyse feedback laws that quadratically stabilise system (2.1) with respect to \( V \). However, not every function \( V \) of the form (2.2) will allow such a feedback law to exist. We therefore employ the following definition.

**Definition 2.3 (CLF)** A positive definite quadratic function of the form \( V(x) = x^T P x \), with \( P = P^T > 0 \), is said to be a control Lyapunov function (CLF) for system (2.1) if a static feedback \( u = q(x) \) exists such that the closed-loop system \( x(k + 1) = Ax(k) + Bq(x(k)) \) is quadratically stable with respect to \( V \).

The concept of control Lyapunov function is restricted neither to quadratic functions nor to open-loop linear systems, and is thus much more general than what we will utilise in this thesis. The reader is referred to Sontag (1998) for further information.

In the sequel, we will employ the increment of a function \( V \) of the form (2.2) along the trajectories of system (2.1), defined as

\[
\Delta V(x, u) \triangleq V(Ax + Bu) - V(x) = x^T L x + 2x^T M u + u^T B^T P B u, \quad (2.3)
\]

where

\[
L \triangleq A^T P A - P, \quad M \triangleq A^T P B. \quad (2.4)
\]

Since, by assumption, \( P = P^T > 0 \) and \( B \) has full column rank, then \( B^T P B > 0 \) and hence \( B^T P B \) is invertible. We then define the matrices

\[
Q \triangleq M(B^T P B)^{-1} M^T - L \quad \text{and} \quad K_{GD} \triangleq -(B^T P B)^{-1} M^T. \quad (2.5)
\]

The following result shows how to determine whether a given function \( V \) of the form (2.2) is a CLF for system (2.1).

**Lemma 2.4** A function \( V : \mathbb{R}^n \to \mathbb{R}_{+0} \) of the form (2.2) is a CLF for system (2.1) if and only if \( Q > 0 \), where \( Q \) was defined in (2.5) with \( L \) and \( M \) as in (2.4).

**Proof.** Necessity. Consider \( \Delta V(x, u) \) in (2.3). Since \( P > 0 \) and \( B \) has full column rank, then \( B^T P B > 0 \). Then, given \( x \in \mathbb{R}^n \), there exists a unique \( u \in \mathbb{R}^m \) that minimises the increment \( \Delta V(x, u) \) over
all $u \in \mathbb{R}^m$. This minimiser can be straightforwardly calculated by finding the partial derivative of $\Delta V(x, u)$ with respect to $u$ and equating to zero. Thus, we have

$$\frac{\partial \Delta V(x, u)}{\partial u} = 2x^T M + 2u^T B^T P B.$$  \hfill (2.6)

Equating (2.6) to zero and solving for $u$ yields $u = K_{GD}x$, with $K_{GD}$ as in (2.5). Given $x \in \mathbb{R}^n$, then $u = K_{GD}x$ is the control action that yields the least increment of $V$ along the trajectories of system (2.1). Therefore, given any function $q : \mathbb{R}^n \to \mathbb{R}^m$, then $\Delta V(x, K_{GD}x) \leq \Delta V(x, q(x))$ for all $x \in \mathbb{R}^n$. Since $V$ is a CLF for system (2.1), then a feedback $u = q(x)$ exists such that $\Delta V(x, q(x)) < 0$, for all nonzero $x \in \mathbb{R}^n$. Hence,

$$\Delta V(x, K_{GD}x) \leq \Delta V(x, q(x)) < 0 \quad \hfill (2.7)$$

for all nonzero $x \in \mathbb{R}^n$. Using $K_{GD}$ from (2.5), and (2.3), yields

$$\Delta V(x, K_{GD}x) = -x^T Q x \quad \hfill (2.8)$$

with $Q$ as defined in (2.5). Combining (2.7) and (2.8), it follows that $-x^T Q x < 0$, for all nonzero $x \in \mathbb{R}^n$, whence $Q > 0$ follows.

Sufficiency. Consider the static feedback $u = K_{GD}x$, with $K_{GD}$ as in (2.5), and $\Delta V(x, u)$ in (2.3). Note that $\Delta V(x, K_{GD}x) = -x^T Q x < 0$, for all nonzero $x \in \mathbb{R}^n$ because $Q > 0$. Hence, $V$ is a CLF for system (2.1).

### 2.3 Quadratic Stabilisation via Quantised Feedback

We next analyse quadratic stabilisation of system (2.1) when the control is a static feedback based on a quantised measurement of the state. Note that to achieve quadratic stabilisation of the open-loop unstable system (2.1) by means of a quantised static feedback $u = q(x)$, a quantiser $q$ with an infinite number of levels is needed. We employ the following quantiser definition.

**Definition 2.5 (Quantiser)** A quantiser $q$ is a discrete-range function $q : \mathbb{R}^r \to \mathbb{R}^s$ of the form

$$q(x) = u_i \text{ if and only if } x \in \mathcal{R}_i, \quad \text{for } i \in \mathbb{Z}. \quad \hfill (2.9)$$

The sets $\mathcal{R}_i$ are called the quantisation regions of $q$ and $u_i$ is called the value or level of $q$ corresponding to $\mathcal{R}_i$. The sets $\mathcal{R}_i, i \in \mathbb{Z}$, satisfy

$$\bigcup_{i \in \mathbb{Z}} \mathcal{R}_i = \mathbb{R}^r, \text{ and } \mathcal{R}_i \cap \mathcal{R}_j = \emptyset \text{ whenever } i \neq j. \quad \hfill (2.10)$$

Since we will characterise quantisers that quadratically stabilise system (2.1), we employ the following definition.
Definition 2.6 (QS Quantiser) Consider a CLF \( V \) of the form (2.2) and its increment along the trajectories of system (2.1), \( \Delta V(x, u) \) in (2.3). A quantiser \( q : \mathbb{R}^n \to \mathbb{R}^m \) that satisfies \( q(0) = 0 \) and

\[
\Delta V(x, q(x)) < 0, \quad \text{for all } x \in \mathbb{R}^n \setminus \{0\},
\]  

(2.11)
is called quadratically stabilising (QS) with respect to \( V \). We say that a quantiser \( q \) is just ‘QS’ instead of ‘QS with respect to \( V \)’ when the CLF \( V \) is clear from the context.

2.4 Quantisation Density

The density of quantisation, as introduced by Elia and Mitter (2001), is aimed at quantifying the efficiency of a quantiser in the use of its levels. It is well-known that any quantiser that quadratically stabilises a given open-loop-unstable discrete-time LTI system necessarily has an infinite number of levels, which become increasingly closer near the origin. Therefore, the density of quantisation has been defined to provide a finite value for quantisers having these features (for example, for logarithmic quantisers).

The concept of quantisation density, as introduced in Elia and Mitter (2001), applies to symmetric quantisers with scalar levels, that is, quantisers \( q : \mathbb{R}^r \to \mathbb{R} \) that satisfy

\[
q(x) = q(-x)
\]

for all \( x \in \mathbb{R}^r \).

A generalisation of this concept to quantisers with two-dimensional levels (\( q : \mathbb{R}^r \to \mathbb{R}^2 \)) appears in Elia and Frazzoli (2002) and Elia (2002). We next provide a straightforward generalisation to quantisers with levels of arbitrary dimension.

Definition 2.7 (Quantisation Density) Given a quantiser \( q : \mathbb{R}^r \to \mathbb{R}^s \), let \( \mathcal{U}(q) \) denote the range of \( q \), that is,

\[
\mathcal{U}(q) = \{ u \in \mathbb{R}^s : u = q(x) \text{ for some } x \in \mathbb{R}^r \}.
\]

(2.12)

For \( \epsilon \in (0, 1] \), let \( C^s(\epsilon) \) be the following region in \( \mathbb{R}^s \):

\[
C^s(\epsilon) = \{ u \in \mathbb{R}^s : \epsilon \leq \|u\|_2 \leq 1/\epsilon \}.
\]

(2.13)
The density of \( q \), denoted \( \eta(q) \), is defined as follows:

\[
\eta(q) \triangleq \limsup_{\epsilon \to 0} \frac{\#[\mathcal{U}(q) \cap C^s(\epsilon) \]]}{-2 \ln \epsilon},
\]

(2.14)
where \( \#[\cdot] \) denotes the number of elements (cardinality) of a set.

The measure of density in Definition 2.7 coincides with the one given in Elia and Mitter (2001) when the output of the quantiser \( q \) is a scalar (that is, \( s = 1 \)) and \( q \) satisfies \( q(x) = -q(-x) \). If a quantiser \( q \) has these features, then note that

\[
\#[\mathcal{U}(q) \cap C^1(\epsilon)] = 2\#[\mathcal{U}(q) \cap C^1_1(\epsilon)],
\]

(2.15)
where \( C^1_+(\epsilon) \) is the set defined as
\[
C^1_+(\epsilon) \triangleq \{ u \in \mathbb{R} : \epsilon \leq u \leq 1/\epsilon \}.
\]

Then, from (2.14) and (2.15), we have
\[
\eta(q) = \limsup_{\epsilon \to 0} \frac{\#[U(q) \cap C^1_+(\epsilon)]}{-2 \ln \epsilon} = \limsup_{\epsilon \to 0} \frac{\#[U(q) \cap C^1_+(\epsilon)]}{-\ln \epsilon}.
\]

The right-hand side of the expression above is precisely the density of \( q \) as defined in Elia and Mitter (2001). The density of quantisation of Definition 2.7 is also equal to one half the density defined in Elia and Frazzoli (2002) and Elia (2002) for quantisers having two-dimensional levels.

According to (2.14), the density of a quantiser with a finite number of levels is zero, since then the numerator of the right-hand side of (2.14) is bounded and the denominator grows without bound as \( \epsilon \to 0 \). Also, a quantiser with radially uniformly spaced values has infinite density, since in this case the numerator grows linearly as \( \epsilon \to 0 \) while the denominator grows logarithmically. Note also that the density of a quantiser \( q \) is infinite if, for some \( 0 < \epsilon \leq 1 \), \( q \) has an infinite number of levels in the set \( C^*(\epsilon) \).

The quantisation density measure of Definition 2.7 is finite for quantisers having radially logarithmically spaced values. We will verify this statement in Theorem 2.12. We require the following two preliminary results.

**Lemma 2.8** Let \( 0 < \rho < 1 \) and let \( \{\epsilon^i_n\}_{n=-1}^{\infty} \) for \( i = 1, \ldots, N \) be \( N \) sequences, each one satisfying
\[
\epsilon^i_{-1} = 1, \quad \rho \leq \epsilon^i_0 \leq 1, \quad \text{and} \quad \epsilon^i_n = \rho^n \epsilon^i_0, \quad \forall n \in \mathbb{Z}_+.
\]

Let \( f_i : (0, 1] \to \mathbb{Z}_{+,0} \) for \( i = 1, \ldots, N \) be \( N \) functions, each one satisfying, for \( n \in \mathbb{Z}_{+,0} \),
\[
f_i(\epsilon) = n \quad \text{if and only if} \quad \epsilon^i_n < \epsilon \leq \epsilon^i_{n-1}.
\]

Define \( f : (0, 1] \to \mathbb{Z}_{+,0} \) by
\[
f(\epsilon) = \sum_{i=1}^{N} f_i(\epsilon).
\]

Consider \( \{\epsilon^i_0\}_{i=1}^{N} \) and sort its \( N \) elements into nonincreasing order to obtain \( \{\zeta_i\}_{i=1}^{N} \) satisfying
\[
\zeta_{i+1} \leq \zeta_i \quad \text{for} \quad i = 1, \ldots, N-1.
\]

Define the sequence \( \{\epsilon_n\}_{n=-1}^{\infty} \) as
\[
\epsilon_n = \begin{cases} 
1 & \text{if } n = -1, \\
\rho^{\lfloor n \mod N \rfloor} \zeta_{(n \mod N)+1} & \text{if } n \in \mathbb{Z}_{+,0},
\end{cases}
\]

where \( \lfloor b \rfloor \) denotes the greatest integer not greater than \( b \), and \( n \mod N \) denotes the remainder of dividing \( n \) by \( N \). Then,
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i) \( \epsilon_n \leq \epsilon_{n-1} \) for all \( n \in \mathbb{Z}_{+,0} \).

ii) \( \lim_{n \to \infty} \epsilon_n = 0 \).

iii) If \( n \in \mathbb{Z}_{+,0} \), then

\[
f(n) = \text{if and only if } \epsilon_n < \epsilon \leq \epsilon_{n-1}.
\]

**Proof.** i) If \( n = 0 \), from (2.20) we have \( \epsilon_0 = \zeta_1 \) and \( \epsilon_{-1} = 1 \). Since, by definition, \( \zeta_1 = \epsilon_0^1 \) for some \( i \in \{1, \ldots, N\} \) and \( \epsilon_0^1 \leq 1 \) from (2.16), then \( \epsilon_0 = \zeta_1 \leq 1 = \epsilon_{-1} \), establishing i) for \( n = 0 \).

If \( n = kN \), with \( k \in \mathbb{Z}_+ \), then from (2.20) we have \( \epsilon_n = \rho^k \zeta_1 \) and \( \epsilon_{n-1} = \rho^{k-1} \zeta_N \). By definition of \( \zeta_i \), and using (2.16), we have \( \zeta_1 \leq 1 \) and \( \rho \leq \zeta_N \). Multiplying the former inequality by \( \rho^k > 0 \), and the latter by \( \rho^{k-1} > 0 \), yields \( \epsilon_n = \rho^k \zeta_1 \leq \rho^k \leq \rho^{k-1} \zeta_N = \epsilon_{n-1} \), establishing that \( \epsilon_n \leq \epsilon_{n-1} \) for \( n = kN \) with \( k \in \mathbb{Z}_+ \). Note that this already establishes i) if \( N = 1 \).

If \( n \neq kN \) for all \( k \in \mathbb{Z}_{+,0} \), then \( \left\lfloor \frac{n}{N} \right\rfloor = \left\lfloor \frac{n-1}{N} \right\rfloor \)

\[
n \mod N > (n-1) \mod N.
\]

(2.21)

From (2.20), then

\[
\epsilon_n = \rho^r \zeta_{(n \mod N)+1} \quad \text{and} \quad \epsilon_{n-1} = \rho^r \zeta_{((n-1) \mod N)+1},
\]

(2.22)

where \( r \equiv \left\lfloor \frac{n}{N} \right\rfloor = \left\lfloor \frac{n-1}{N} \right\rfloor \). Since \( \rho > 0 \), from (2.22), (2.21) and (2.19), it follows that \( \epsilon_n \leq \epsilon_{n-1} \) whenever \( n \neq kN \) for all \( k \in \mathbb{Z}_{+,0} \). We have thus established i).

ii) This follows straightforwardly from (2.20) and since \( 0 < \rho < 1 \).

iii) Using i) it then follows that \( \epsilon_n < \epsilon \leq \epsilon_{n-1} \) if and only if the following \( N \) sets of inequalities hold:

\[
\epsilon_{n+j} < \epsilon \leq \epsilon_{n-N+j}, \quad \text{for } j = 0, \ldots, N-1,
\]

(2.23)

where we define \( \epsilon_k \equiv 1 \) for \( k = -2, \ldots, -N \) if \( N > 1 \). Using (2.20), note that

\[
\epsilon_{n+j} = \rho^{\left\lfloor \frac{n+j}{N} \right\rfloor} \zeta_{((n+j) \mod N)+1}, \quad \text{and}
\]

(2.24)

\[
\epsilon_{n-N+j} = \rho^{\left\lfloor \frac{n+j}{N} \right\rfloor-1} \zeta_{((n+j) \mod N)+1}.
\]

(2.25)

Recall that \( \zeta_i \) for \( i = 1, \ldots, N \) are obtained by sorting the values \( \{\epsilon_0^i\}_{i=1}^N \) and hence

\[
\zeta_i = \epsilon_0^{k(i)} \quad \text{for } i = 1, \ldots, N,
\]

(2.26)

where the function \( k : \{1, \ldots, N\} \to \{1, \ldots, N\} \) is bijective (the function \( k \) is a permutation). Therefore, combining (2.23)–(2.26), we have that \( \epsilon_n < \epsilon \leq \epsilon_{n-1} \) if and only if

\[
\rho^{\left\lfloor \frac{n+j}{N} \right\rfloor} \epsilon_0^{k(((n+j) \mod N)+1)} < \epsilon \leq \rho^{\left\lfloor \frac{n+j}{N} \right\rfloor-1} \epsilon_0^{k(((n+j) \mod N)+1)}
\]

(2.27)
for \( j = 0, \ldots, N - 1 \). From (2.16), (2.17) and (2.27), then \( \epsilon_n < \epsilon \leq \epsilon_{n-1} \) if and only if

\[
f_{\bar{k}_n(j)}(\epsilon) = \left\lfloor \frac{n + j}{N} \right\rfloor \quad \text{for } j = 0, \ldots, N - 1,
\]

(2.28)

where we have defined \( \bar{k}_n(j) = k((n+j) \mod N) + 1 \). Note that the function \( \bar{k}_n : \{0, \ldots, N-1\} \rightarrow \{1, \ldots, N\} \) is also bijective.

Sufficiency. Recalling (2.18) and using (2.28), then \( \epsilon_n < \epsilon \leq \epsilon_{n-1} \) implies that

\[
f(\epsilon) = \sum_{i=1}^{N} f_i(\epsilon) = \sum_{j=0}^{N-1} f_{k_n(j)}(\epsilon) = \sum_{j=0}^{N-1} \left\lfloor \frac{n + j}{N} \right\rfloor = n.
\]

(2.29)

Necessity. Proving necessity in iii) is equivalent to proving that provided \( n \in \mathbb{Z}_{+0} \), if \( \epsilon \notin (\epsilon_n, \epsilon_{n-1}) \), then \( f(\epsilon) \neq n \). Since \( \epsilon \in (\epsilon_n, \epsilon_{n-1}) \) if and only if (2.28) holds, then \( \epsilon \notin (\epsilon_n, \epsilon_{n-1}) \) is equivalent to

\[
f_{k_n(j)}(\epsilon) \neq \left\lfloor \frac{n + j}{N} \right\rfloor \quad \text{for some } j \in \{0, \ldots, N - 1\}.
\]

(2.30)

Note that the functions \( f_i \) for \( i = 1, \ldots, N \) are nonincreasing, and that we already know that \( f(\epsilon) = \sum_{i=1}^{N} f_i(\epsilon) = n \) for all \( \epsilon_n < \epsilon \leq \epsilon_{n-1} \). We also know, from (2.28) and (2.30), that if \( \epsilon \notin (\epsilon_n, \epsilon_{n-1}) \), then at least one of the values \( f_i(\epsilon) \) will differ from its value for \( \epsilon \in (\epsilon_n, \epsilon_{n-1}) \). Note then that \( f(\epsilon) \) must also differ from its value for \( \epsilon \in (\epsilon_n, \epsilon_{n-1}) \), because the functions \( f_i \) are all nonincreasing. Therefore, we have shown that if \( \epsilon \notin (\epsilon_n, \epsilon_{n-1}) \), then \( f(\epsilon) \neq n \), concluding the proof. \( \square \)

**Lemma 2.9** Let \( 0 < \rho < 1 \) and let \( u \in \mathbb{R}^s \) satisfy

\[
\rho < \|u\|_2 \leq 1.
\]

(2.31)

Define the set

\[
U \triangleq \{ \rho^j u : j \in \mathbb{Z} \},
\]

(2.32)

the function

\[
f : (0, 1] \rightarrow \mathbb{Z}_{+0}, \quad f(\epsilon) \triangleq \#(U \cap C^s(\epsilon)),
\]

(2.33)

where \( C^s(\epsilon) \) is the set defined in (2.13), the quantities

\[
\phi \triangleq \min\{\|u\|_2, \rho/\|u\|_2\} \quad \text{and} \quad \psi \triangleq \max\{\|u\|_2, \rho/\|u\|_2\},
\]

(2.34)

and the sequence \( \{\epsilon_n\}_{n=-1}^\infty \),

\[
\epsilon_n = \begin{cases} 
1 & \text{if } n = -1, \\
\rho^{n/2} \psi & \text{if } n \in \mathbb{Z}_{+0} \text{ and is even}, \\
\rho^{(n-1)/2} \phi & \text{if } n \in \mathbb{Z}_{+0} \text{ and is odd}.
\end{cases}
\]

(2.35)

Then, the sequence \( \{\epsilon_n\}_{n=-1}^\infty \) is nonincreasing, satisfies \( \lim_{n \rightarrow -\infty} \epsilon_n = 0 \) and if \( n \in \mathbb{Z}_{+0} \), then

\[
f(\epsilon) = n \quad \text{if and only if} \quad \epsilon_n < \epsilon \leq \epsilon_{n-1}.
\]
\[ U = U_+ \uplus U_- \quad \text{where} \]
\[ U_+ \triangleq \{ \rho^j u : j \in \mathbb{Z}_{+,0} \} \quad \text{and} \quad U_- \triangleq \{ \rho^{-j} u : j \in \mathbb{Z}_{+} \}, \]
and \( \uplus \) denotes disjoint union. From (2.33), then
\[
 f = f_1 + f_2, \tag{2.38}
\]
where \( f_1 : (0, 1] \to \mathbb{Z}_{+,0} \) and \( f_2 : (0, 1] \to \mathbb{Z}_{+,0} \) are defined by
\[
f_1(\epsilon) \triangleq \# [U_+ \cap C^\alpha(\epsilon)] \quad \text{and} \quad f_2(\epsilon) \triangleq \# [U_- \cap C^\alpha(\epsilon)]. \tag{2.39}
\]
For each \( \epsilon \in (0, 1] \), the integers \( f_1(\epsilon) \) and \( f_2(\epsilon) \) are the number of elements of \( U_+ \) and \( U_- \), respectively, that are contained in \( C^\alpha(\epsilon) \). Define the sequences \( \{ \epsilon_1^n \}_{n=-1}^{\infty} \) and \( \{ \epsilon_2^n \}_{n=-1}^{\infty} \) by
\[
 \epsilon_1^n \triangleq \frac{\rho^n \| u \|_2}{2} \quad \text{and} \quad \epsilon_2^n \triangleq \frac{\rho^{n+1}}{2} \| u \|_2, \quad \text{if } n \in \mathbb{Z}_{+,0},
\]
\[
 \epsilon_{1,-1} \triangleq \epsilon_1^0 \triangleq 1.
\]
Note that \( \epsilon_1^0 = \| u \|_2 \) satisfies (2.31). Operating on (2.31) yields \( \rho \leq \frac{\rho^n \| u \|_2}{\| u \|_2} = \epsilon_0^2 < 1 \). Note then that (2.16) is satisfied for \( i = 1, 2 \). From (2.13), (2.37) and (2.39), then if \( n \in \mathbb{Z}_{+,0} \),
\[
f_1(\epsilon) = n \quad \text{if and only if} \quad \epsilon_1^n < \epsilon \leq \epsilon_{n-1}^1, \tag{2.40}
\]
\[
f_2(\epsilon) = n \quad \text{if and only if} \quad \epsilon_2^n < \epsilon \leq \epsilon_{n-1}^2. \tag{2.41}
\]
Then, (2.17) is satisfied for \( i = 1, 2 \). Defining \( \zeta_1 \triangleq \psi \) and \( \zeta_2 \triangleq \phi \) and recalling (2.34), it follows that \( \{ \zeta_i \}_{i=1}^{2} \) is obtained by sorting the values \( \epsilon_0^1 = \| u \|_2 \) and \( \epsilon_0^2 = \rho / \| u \|_2 \) into nonincreasing order. Moreover, for \( n \in \mathbb{Z}_{+,0} \) we can rewrite (2.35) as
\[
 \epsilon_n = \begin{cases} 
 1 & \text{if } n = -1, \\
 \rho^{\frac{1}{2}} \zeta(n \mod 2)_{1}+1 & \text{if } n \in \mathbb{Z}_{+,0}.
 \end{cases} \tag{2.42}
\]
Therefore, Lemma 2.8 proves the result. \( \square \)

**Example 2.10** To gain some insight into the functions \( f, f_1 \) and \( f_2 \) defined in Lemma 2.9 and its proof, consider \( \rho = 0.7, \ u = [0.9 \ 0]^{T} \in \mathbb{R}^2 \) and the set \( U \) defined in (2.32). We have \( \| u \|_2 = 0.9 \) and \( \rho / \| u \|_2 \approx 0.778 \). From (2.34) then \( \phi = 0.778 \) and \( \psi = 0.9 \). Figure 2.1 depicts the functions \( f_1 \) and \( f_2 \) defined in (2.39). Note that, for \( n \in \mathbb{Z}_{+} \), \( f_1(\epsilon) = n \) if and only if \( \rho^n \| u \|_2 < \epsilon \leq \rho^{n-1} \| u \|_2 \) and \( f_2(\epsilon) = n \) if and only if \( \rho^{n+1} \| u \|_2 < \epsilon \leq \rho^{n} \| u \|_2 \). Also, \( f_1(\epsilon) = 0 \) if and only if \( \| u \|_2 < \epsilon \leq 1 \) and \( f_2(\epsilon) = 0 \) if and only if \( \rho / \| u \|_2 < \epsilon \leq 1 \).
Figure 2.1: The functions $f_1$ and $f_2$ defined in (2.39) with $u = [0.9 0]^T$ and $\rho = 0.7$. a) $f_1$. b) $f_2$.

Figure 2.2: The function $f$ defined in (2.33), with $u = [0.9 0]^T$ and $\rho = 0.7$. Figure 2.2 depicts the function $f$ defined in (2.33), which satisfies $f = f_1 + f_2$, and the sequence $\{\epsilon_n\}_{n=-1}^{\infty}$ defined in (2.35). We can verify in Figure 2.2 that $f(\epsilon) = n$ if and only if $\epsilon_n < \epsilon \leq \epsilon_{n-1}$, whenever $n \in \mathbb{Z}_{+,0}$.

**Example 2.11** As another example of the application of Lemma 2.9, consider $\rho = 0.7$, $u = [\sqrt{2}/2 \sqrt{2}/2]^T$ and the set $\mathcal{U}$ defined in (2.32). We have $\|u\|_2 = 1$ and $\rho / \|u\|_2 = \rho = 0.7$. From (2.34) then $\phi = 0.7$ and $\psi = 1$. Figure 2.3 depicts the functions $f_1$ and $f_2$ defined in (2.39). Figure 2.4 depicts the function $f$ defined in (2.33). The sequence $\{\epsilon_n\}_{n=-1}^{\infty}$ defined in (2.35) is $\epsilon_{-1} = \epsilon_0 = 1$, $\epsilon_1 = \epsilon_2 = 0.7$, $\epsilon_3 = \epsilon_4 = 0.7^2$, $\ldots$. Lemma 2.9 states that, for $n \in \mathbb{Z}_{+,0}$, $f(\epsilon) = n$ if and only if $\epsilon_n < \epsilon \leq \epsilon_{n-1}$. Note that $f(\epsilon) \neq 2$ for all $\epsilon \in (0, 1]$. Note also that this fact does not invalidate the statement “$f(\epsilon) = 2$ if and only if $\epsilon_2 < \epsilon \leq \epsilon_1$”, because $\epsilon_2 = \epsilon_1$ and hence $\epsilon_2 < \epsilon \leq \epsilon_1$ is never true.

The following result provides the density of a quantiser having radially logarithmically spaced levels.
2.4 Quantisation Density

Figure 2.3: The functions $f_1$ and $f_2$ defined in (2.39) with $u = [\sqrt{2}/2 \sqrt{2}/2]^T$ and $\rho = 0.7$. a) $f_1$. b) $f_2$.

Figure 2.4: $f = f_1 + f_2$.

**Theorem 2.12** Let $q : \mathbb{R}^r \to \mathbb{R}^s$ be a quantiser and let the range of $q$, $U(q)$, satisfy

$$U(q) = \bigcup_{i=1}^{N} U_i \cup \{0\},$$

(2.43)

where the sets $U_i$, $i = 1, \ldots, N$, satisfy

$$U_i = \{ \rho^i u_i : j \in \mathbb{Z} \},$$

(2.44)

with $0 < \rho < 1$ and $u_i \in \mathbb{R}^s \setminus \{0\}$. Then,

$$\eta(q) = \frac{N}{-\ln \rho}.$$  

(2.45)

**Proof.** Note that replacing $u_i$ by $\rho^k u_i$ in (2.44) yields identical $U_i$, whenever $k \in \mathbb{Z}$ and for $i = 1, \ldots, N$. Therefore, without loss of generality we can assume that $u_i$, for $i = 1, \ldots, N$, satisfy

$$\rho < \|u_i\|_2 \leq 1.$$  

(2.46)
Consider the set \( C^*(\epsilon) \) defined in (2.13) and note that \( 0 \notin C^*(\epsilon) \) for \( \epsilon \in (0, 1] \). Then, since \( \mathcal{U}(q) \) satisfies (2.43), it follows that \( \mathcal{U}(q) \cap C^*(\epsilon) = \bigcup_{i=1}^{N} [\mathcal{U}_i \cap C^*(\epsilon)] \). Moreover, note that each \( \mathcal{U}_i \), for \( i = 1, \ldots, N \), satisfies

\[
\mathcal{U}_i = \mathcal{U}_i^+ \uplus \mathcal{U}_i^-,
\]

where

\[
\mathcal{U}_i^+ = \{\rho^i u_i : j \in \mathbb{Z}_{+, 0}\} \quad \text{and} \quad \mathcal{U}_i^- = \{\rho^{-j} u_i : j \in \mathbb{Z}_+\}.
\]  (2.47)

Therefore,

\[
\mathcal{U}(q) \cap C^*(\epsilon) = \left( \bigcup_{i=1}^{N} [\mathcal{U}_i^+ \cap C^*(\epsilon)] \right) \uplus \left( \bigcup_{i=1}^{N} [\mathcal{U}_i^- \cap C^*(\epsilon)] \right)
\]

and hence

\[
\#[\mathcal{U}(q) \cap C^*(\epsilon)] = \left( \sum_{i=1}^{N} \#[\mathcal{U}_i^+ \cap C^*(\epsilon)] \right) + \left( \sum_{i=1}^{N} \#[\mathcal{U}_i^- \cap C^*(\epsilon)] \right).
\]  (2.48)

Define, for \( i = 1, \ldots, 2N \), the functions

\[
f_i : (0, 1] \rightarrow \mathbb{Z}_{+, 0}, \quad f_i(\epsilon) = \begin{cases} 
\#[\mathcal{U}_i^+ \cap C^*(\epsilon)] & \text{if } i \in \{1, \ldots, N\}, \\
\#[\mathcal{U}_i^- \cap C^*(\epsilon)] & \text{if } i \in \{N + 1, \ldots, 2N\},
\end{cases}
\]  (2.49)

and

\[
f : (0, 1] \rightarrow \mathbb{Z}_{+, 0}, \quad f(\epsilon) \triangleq \sum_{i=1}^{2N} f_i(\epsilon).
\]  (2.50)

From (2.48)–(2.50), it follows that

\[
\#[\mathcal{U}(q) \cap C^*(\epsilon)] = f(\epsilon)
\]  (2.51)

For each \( \epsilon \in (0, 1] \), the quantities \( f_i(\epsilon) \) indicate how many elements of \( \mathcal{U}_i^+ \) (for \( i = 1, \ldots, N \)) or of \( \mathcal{U}_i^- \) (for \( i = N + 1, \ldots, 2N \)) are contained in \( C^*(\epsilon) \), and \( f(\epsilon) \) indicates how many elements of \( \mathcal{U}(q) \) are contained in \( C^*(\epsilon) \).

Define the \( 2N \) sequences \( \{\epsilon_n^i\}_{n=-1}^{\infty} \), for \( i = 1, \ldots, 2N \), as

\[
\epsilon_n^i = \begin{cases}
1 & \text{if } n = -1, \\
\rho^{n} \|u_i\|_2 & \text{if } n \in \mathbb{Z}_{+, 0}, i \in \{1, \ldots, N\}, \\
\rho^{n+1} \|u_{i-N}\|_2 & \text{if } n \in \mathbb{Z}_{+, 0}, i \in \{N + 1, \ldots, 2N\}.
\end{cases}
\]  (2.52)

From (2.46) and (2.52), then \( \rho < \epsilon_0^i \leq 1 \) for \( i = 1, \ldots, N \). Operating on (2.46) yields \( \rho \leq \rho/\|u_i\|_2 < 1 \), and using (2.52) then \( \rho \leq \epsilon_0^i < 1 \) for \( i = N + 1, \ldots, 2N \). Then, note that (2.16) holds for \( i = 1, \ldots, 2N \). From (2.13), (2.46), (2.47), (2.49) and (2.52), we have, for \( i = 1, \ldots, 2N \),

\[
f_i(\epsilon) = n \quad \text{if and only if} \quad \epsilon_n^i < \epsilon < \epsilon_n^i - 1.
\]
and hence (2.17) holds for \( i = 1, \ldots, 2N \). Sort the \( 2N \) elements \( \{\epsilon_i\}_{i=1}^{2N} \) into nonincreasing order to obtain \( \{\zeta_i\}_{i=1}^{2N} \) satisfying \( \zeta_{i+1} \leq \zeta_i \) for \( i = 1, \ldots, 2N - 1 \). Define the sequence \( \{\epsilon_n\}_{n=-1}^{\infty} \) as

\[
\epsilon_n = \begin{cases} 
1 & \text{if } n = -1, \\
\rho^{\frac{\epsilon_n}{2}} \zeta(n \mod 2N + 1) & \text{if } n \in \mathbb{Z}_{+0}.
\end{cases}
\]  

(2.53)

Then, Lemma 2.8 iii) shows that, for \( n \in \mathbb{Z}_{+0} \), \( f(\epsilon) = n \) if and only if \( \epsilon_n < \epsilon \leq \epsilon_{n-1} \).

From (2.14) and (2.51), we can write

\[
\eta(q) = \limsup_{\epsilon \to 0} \frac{f(\epsilon)}{-2\ln \epsilon}.
\]  

(2.54)

By definition of \( \limsup \), and since \( f \) is defined only on the interval \((0, 1]\), we have

\[
\limsup_{\epsilon \to 0} \frac{f(\epsilon)}{-2\ln \epsilon} = \lim_{\epsilon \to 0^+} \sup_{x \in (0, \epsilon]} \frac{f(x)}{-2\ln x}.
\]  

(2.55)

The sequence \( \{\epsilon_n\}_{n=-1}^{\infty} \) satisfies \( \epsilon_{-1} = 1 \) by definition. By Lemma 2.8 i) and ii), then \( \epsilon_{n} \leq \epsilon_{n-1} \) for all \( n \in \mathbb{Z}_{+0} \) and \( \lim_{n \to \infty} \epsilon_n = 0 \). Then, given \( \epsilon \in (0, 1] \), we can find \( k \in \mathbb{Z}_{+0} \) such that \( \epsilon_k < \epsilon \leq \epsilon_{k-1} \).

Hence

\[
\sup_{x \in (0, \epsilon_k]} \frac{f(x)}{-2\ln x} \leq \sup_{x \in (0, \epsilon)]} \frac{f(x)}{-2\ln x} \leq \sup_{x \in (0, \epsilon_{k-1}]} \frac{f(x)}{-2\ln x}.
\]  

(2.56)

and

\[
\sup_{x \in (0, \epsilon_{k-1}]} \frac{f(x)}{-2\ln x} = \sup_{n \geq k} \left( \sup_{x \in (\epsilon_n, \epsilon_{n-1}]} \frac{f(x)}{-2\ln x} \right).
\]  

(2.57)

Since, by Lemma 2.8 iii), \( f(x) = n \) if and only if \( \epsilon_n < x \leq \epsilon_{n-1} \), then

\[
\sup_{x \in (\epsilon_n, \epsilon_{n-1}]} \frac{f(x)}{-2\ln x} = \sup_{x \in (\epsilon_{n-1}, \epsilon_n]} \frac{n}{-2\ln x} = \frac{n}{-2\ln \epsilon_{n-1}}.
\]  

(2.58)

Combining (2.57) and (2.58) yields

\[
\sup_{x \in (0, \epsilon_{k-1}]} \frac{f(x)}{-2\ln x} = \sup_{n \geq k} \frac{n}{-2\ln \epsilon_{n-1}}.
\]  

(2.59)

Substituting (2.59) into (2.56) and taking limits yields

\[
\lim_{k \to \infty} \sup_{n \geq k+1} \frac{n}{-2\ln \epsilon_{n-1}} \leq \lim_{\epsilon \to 0^+} \sup_{x \in (0, \epsilon]} \frac{f(x)}{-2\ln x} \leq \lim_{k \to \infty} \sup_{n \geq k} \frac{n}{-2\ln \epsilon_{n-1}}.
\]

and hence, recalling (2.54) and (2.55), it follows that

\[
\eta(q) = \limsup_{\epsilon \to 0} \frac{f(\epsilon)}{-2\ln \epsilon} = \lim_{n \to \infty} \sup_{n \geq 1} \frac{n}{-2\ln \epsilon_{n-1}}.
\]  

(2.60)

From (2.53), we have, for \( n \in \mathbb{Z}_{+0} \),

\[
\ln \epsilon_n = \ln \zeta(n \mod 2N + 1) + \left\lfloor \frac{n}{2N} \right\rfloor \ln \rho.
\]

Then, note that

\[
\lim_{n \to \infty} \frac{n}{-2\ln \epsilon_{n-1}} = \lim_{n \to \infty} \frac{n + 1}{-2\ln \epsilon_n} = \lim_{n \to \infty} \frac{n + 1}{-2\left( \ln \zeta(n \mod 2N + 1) + \left\lfloor \frac{n}{2N} \right\rfloor \ln \rho \right)}.
\]  

(2.61)
Since \( \ln \zeta_{(n \mod 2N)+1} \) is bounded for all \( n \in \mathbb{Z}_{+0} \), it follows that
\[
\lim_{n \to \infty} \frac{n + 1}{-2 \ln \epsilon_n} = \lim_{n \to \infty} \frac{n + 1}{-2 \left| \frac{n}{2N} \right| \ln \rho}.
\]
Also, since \( \left| \frac{n}{2N} \right| = \frac{n}{2N} + \Delta(n) \), where \( |\Delta(n)| < 1 \) for all \( n \in \mathbb{Z}_{+0} \), then
\[
\lim_{n \to \infty} \frac{n + 1}{-2 \ln \epsilon_n} = \lim_{n \to \infty} \frac{n + 1}{-2 \left( \frac{n}{2N} + \Delta(n) \right) \ln \rho} = \lim_{n \to \infty} \frac{n + 1}{-2 \frac{n}{2N} \ln \rho} = \frac{N}{-\ln \rho}.
\]
(2.62)
Combining (2.61) and (2.62) yields
\[
\lim_{n \to \infty} \frac{n}{-2 \ln \epsilon_{n-1}} = \frac{N}{-\ln \rho}.
\]
(2.63)
Since \( \lim_{n \to \infty} \frac{n}{-2 \ln \epsilon_{n-1}} \) exists, then
\[
\limsup_{n \to \infty} \frac{n}{-2 \ln \epsilon_{n-1}} = \lim_{n \to \infty} \frac{n}{-2 \ln \epsilon_{n-1}}.
\]
The result then follows from (2.60) and (2.63). \( \square \)

From expression (2.45), given by Theorem 2.12 for the density of a quantiser \( q \) whose range \( U(q) \) satisfies (2.43) and (2.44), it follows that the lower \( \rho \) is, the lower the density of the quantiser \( q \) (recall that \( 0 < \rho < 1 \)). Note that the lower \( \rho \) is, the more radially separated the values of \( q \) are. In this sense, we see that the density of quantisation of Definition 2.7 is related to the radial separation of the quantisation levels of a quantiser, and that lower densities correspond to greater separation.

Theorem 2.12 shows that a quantiser \( q : \mathbb{R}^r \to \mathbb{R}^r \) with range \( U(q) = \{ \rho^k u_1 : j \in \mathbb{Z} \} \cup \{0\} \), where \( 0 < \rho < 1 \) and \( u_1 \in \mathbb{R}^r \setminus \{0\} \) has a density \( \eta(q) = -1/\ln \rho \). Moreover, the density of a quantiser whose range is a union of such sets is equal to the sum of the densities corresponding to each such set. Theorem 2.12 therefore shows that the density of a quantiser is additive over disjoint sets of the form \( \{ \rho^k u_1 : j \in \mathbb{Z} \} \). In particular, when \( N = 2 \) and \( u_2 = -u_1 \), application of Theorem 2.12 yields \( \eta(q) = 2/ -\ln \rho \). This value of the density is the one employed in Elia and Mitter (2001), and corresponds to symmetric scalar logarithmic quantisers.

We next provide an example of the calculations performed in the proof of Theorem 2.12, which derived the density of a quantiser with radially logarithmically separated levels.

**Example 2.13** Consider a quantiser \( q : \mathbb{R}^n \to \mathbb{R}^2 \) with range \( U(q) = U_1 \cup U_2 \cup \{0\} \), where \( U_i = \{ \rho^k u_i : k \in \mathbb{Z} \}, i = 1, 2, \rho = 0.7, u_1 = [0.9 \ 0]^T, \) and \( u_2 = [\sqrt{2}/2 \ \sqrt{2}/2]^T \). Figure 2.5 a) shows the range of \( q, U(q) \). Note that \( U_1, U_2 \) are disjoint. To find the density of this quantiser, we need to evaluate (2.14). We have
\[
\#[U(q) \cap C^2(\epsilon)] = \sum_{i=1}^{2} \#[U_i \cap C^2(\epsilon)]
\]
\[
= \left( \sum_{i=1}^{2} \#[U_i^+ \cap C^2(\epsilon)] \right) + \left( \sum_{i=1}^{2} \#[U_i^- \cap C^2(\epsilon)] \right) = \sum_{i=1}^{4} f_i(\epsilon),
\]
where $U_i^+$ and $U_i^-$, for $i = 1, 2$, are the sets defined in (2.47), and $f_i$, for $i = 1, \ldots, 4$ are the functions defined in (2.49). Figures 2.5 b) and c) show how to determine the value $\#[U(q) \cap C^2(\epsilon)]$, for $\epsilon = 0.7$. Figure 2.5 b) shows the set $U(q) = U_1^+ \cup U_2^+ \cup U_1^- \cup U_2^- \cup \{0\}$ and the set $C^2(0.7)$, and Figure 2.5 c) shows the set $U(q) \cap C^2(0.7) = [U_1^+ \cap C^2(0.7)] \cup [U_2^+ \cap C^2(0.7)] \cup [U_1^- \cap C^2(0.7)] \cup [U_2^- \cap C^2(0.7)]$.

Note that functions $f_1$ and $f_3$ in this example coincide with $f_1$ and $f_2$ of Example 2.10, respectively, and $f_2$ and $f_4$ in this example coincide with $f_1$ and $f_2$ of Example 2.11, respectively. From Figure 2.5 c), we see that

\[
\#[U_1^+ \cap C^2(0.7)] = f_1(0.7) = 1, \\
\#[U_2^+ \cap C^2(0.7)] = f_2(0.7) = 2, \\
\#[U_1^- \cap C^2(0.7)] = f_3(0.7) = 1, \quad \text{and} \\
\#[U_2^- \cap C^2(0.7)] = f_4(0.7) = 1.
\]

We have $\|u_1\|_2 = 0.9$, $\|u_2\|_2 = 1$, $\rho/\|u_1\|_2 = 7/9 \approx 0.778$ and $\rho/\|u_2\|_2 = 0.7$. From (2.52), we have $\epsilon_0^0 = 0.9$, $\epsilon_0^0 = 1$, $\epsilon_0^0 = 0.778$ and $\epsilon_0^0 = 0.7$. Sorting these four values into nonincreasing order yields $\zeta_1 = 1$, $\zeta_2 = 0.9$, $\zeta_3 = 0.778$ and $\zeta_4 = 0.7$. Figure 2.6 a) depicts the function $f(\epsilon)$ defined in (2.50), which satisfies (2.51), and the sequence $\{\epsilon_n\}_{n=-1}^\infty$ defined in (2.53). Note that $f(\epsilon) = n$ if and only if $\epsilon_n < \epsilon \leq \epsilon_{n-1}$, whenever $n \in \mathbb{Z}_+$. Note that $f(\epsilon) \neq 4$ whenever $\epsilon \in (0, 1]$. Note also that this fact does not invalidate the statement “$f(\epsilon) = 4$ if and only if $\epsilon_4 < \epsilon < \epsilon_3$”, because $\epsilon_3 = \epsilon_4$ and hence $\epsilon_4 < \epsilon \leq \epsilon_3$ is never true. Figure 2.6 b) shows the function $f(\epsilon)/-2 \ln \epsilon$. Note that this function is increasing on any interval $(\epsilon_n, \epsilon_{n-1})$ and hence $\sup_{x \in (\epsilon_n, \epsilon_{n-1})} x = f(\epsilon_{n-1}) = f(\epsilon_{n-1}) = \frac{n}{-2 \ln \epsilon_{n-1}}$, verifying (2.58).

According to Theorem 2.12, the density of the quantiser $q$ in this example is $\eta(q) = 2/(-\ln 0.7 \approx 5.607)$. This value is also depicted in Figure 2.6 b).

**Remark 2.14** A quantiser $q: \mathbb{R}^r \to \mathbb{R}^s$, whose range, $U(q)$, is the cartesian product of the ranges of $s$ scalar logarithmic quantisers, has infinite density. This follows since $U(q)$ will have an infinite number

![Figure 2.5: a) $U(q)$. b) $U_1^+, U_2^+, U_1^-, U_2^-$ and $C^2(0.7)$. c) $U(q) \cap C^2(0.7)$.

![Diagram](image-url)
of elements in the set $C^*(\epsilon)$, for some value of $\epsilon$ satisfying $0 < \epsilon \leq 1$. Figure 2.7 shows the range, $U(q)$, of a quantiser $q : \mathbb{R}^r \rightarrow \mathbb{R}^2$, having the property that

$$U(q) \supset \{\rho_1^k a : k \in \mathbb{Z}\} \times \{\rho_2^k b : k \in \mathbb{Z}\}.$$ 

Figure 2.7 also shows the set $C^*(\epsilon)$ for some value of $\epsilon$ satisfying $0 < \epsilon \leq 1$. Note that $C^*(\epsilon)$ contains an infinite number of elements of $U(q)$ and hence $\eta(q) = \infty$.

Figure 2.7: Quantiser with range corresponding to the cartesian product of the ranges of 2 scalar logarithmic quantisers. Only positive quadrant shown.

We next provide another result related to quantisation density. One useful feature of linear systems is that they may be easily analysed in different coordinate frames. However, when a linear system is connected to a quantiser, the resulting system is in general not linear. It would then be useful to know whether quantisation density changes under linear transformations. The following result shows that
the density of a quantiser is preserved under a linear transformation, provided the transformation is one-to-one.

**Lemma 2.15** Let \( \bar{q} : \mathbb{R}^r \rightarrow \mathbb{R}^p \) be a quantiser, let \( W \in \mathbb{R}^{r \times p} \) be a matrix having linearly independent columns and let \( q : \mathbb{R}^r \rightarrow \mathbb{R}^r \) be defined by \( q(x) = W \bar{q}(x) \), for all \( x \in \mathbb{R}^r \). Then, \( \eta(q) = \eta(\bar{q}) \).

**Proof.** Let \( \mathcal{U}(\cdot) \) denote the range of a quantiser, and note that \( \mathcal{U}(q) \subset \mathbb{R}^r \) and \( \mathcal{U}(\bar{q}) \subset \mathbb{R}^p \). Let \( C^*(\epsilon) \) and \( C^p(\epsilon) \) be defined as in (2.13). Define the functions

\[
\begin{align*}
  f : (0, 1] &\rightarrow \mathbb{Z}_{+0} \cup \{ \infty \}, \quad f(\epsilon) \equiv \# [\mathcal{U}(q) \cap C^*(\epsilon)] \\
  \tilde{f} : (0, 1] &\rightarrow \mathbb{Z}_{+0} \cup \{ \infty \}, \quad \tilde{f}(\epsilon) \equiv \# [\mathcal{U}(\bar{q}) \cap C^p(\epsilon)].
\end{align*}
\]

By definition of \( q \), we have \( \mathcal{U}(q) = W\mathcal{U}(\bar{q}) \) and hence

\[
f(\epsilon) = \# [\mathcal{U}(q) \cap C^*(\epsilon)] = \# [W\mathcal{U}(\bar{q}) \cap C^*(\epsilon)] = \# \{ W \bar{u} : \bar{u} = \bar{q}(x), x \in \mathbb{R}^r, \epsilon \leq \|W \bar{u}\|_2 \leq 1/\epsilon \}
\]

\[
= \# \{ \bar{u} : \bar{u} = \bar{q}(x), x \in \mathbb{R}^r, \epsilon \leq \|W \bar{u}\|_2 \leq 1/\epsilon \},
\]

(2.66)

where the last equality above follows since \( W \) has linearly independent columns. Note that we may bound \( \|W \bar{u}\|_2 \) by

\[
\alpha_m \|\bar{u}\|_2 \leq \|W \bar{u}\|_2 \leq \alpha_M \|\bar{u}\|_2,
\]

(2.67)

where \( 0 < \alpha_m \leq \alpha_M \). Define

\[
\alpha_1 \equiv \min \left\{ \alpha_m, \frac{1}{\alpha_M} \right\} \quad \text{and} \quad \alpha_2 \equiv \max \left\{ \alpha_M, \frac{1}{\alpha_m} \right\},
\]

(2.68)

and note that \( 0 < \alpha_1 \leq 1 \leq \alpha_2 \). From (2.65), we have, for any \( \epsilon \in (0, 1/\alpha_2] \),

\[
\tilde{f}(\alpha_2 \epsilon) = \# \left\{ \bar{u} : \bar{u} = \bar{q}(x), x \in \mathbb{R}^r, \alpha_2 \epsilon \leq \|\bar{u}\|_2 \leq \frac{1}{\alpha_2 \epsilon} \right\}.
\]

(2.69)

We have

\[
\begin{align*}
  \alpha_2 \epsilon \leq \|\bar{u}\|_2 &\implies \alpha_2 \alpha_m \epsilon \leq \alpha_m \|\bar{u}\|_2 \tag*{(2.67)} \quad \alpha_2 \alpha_m \epsilon \leq \|W \bar{u}\|_2 \tag*{(2.68)} \quad \epsilon \leq \|W \bar{u}\|_2 \tag*{(2.67)}
\end{align*}
\]

(2.70)

and

\[
\|\bar{u}\|_2 \leq \frac{1}{\alpha_2 \epsilon} \implies \alpha_2 \|\bar{u}\|_2 \leq \frac{1}{\epsilon} \tag*{(2.68)} \quad \alpha_M \|\bar{u}\|_2 \leq \frac{1}{\epsilon} \tag*{(2.67)} \quad \|W \bar{u}\|_2 \leq \frac{1}{\epsilon}.
\]

(2.71)

Combining (2.70) and (2.71) yields

\[
\alpha_2 \epsilon \leq \|\bar{u}\|_2 \leq \frac{1}{\alpha_2 \epsilon} \implies \epsilon \leq \|W \bar{u}\|_2 \leq \frac{1}{\epsilon}.
\]

(2.72)

From (2.66), (2.69) and (2.72), it follows that \( \tilde{f}(\alpha_2 \epsilon) \leq f(\epsilon) \). In a similar manner, we can show that \( f(\epsilon) \leq \tilde{f}(\alpha_1 \epsilon) \), establishing that

\[
\tilde{f}(\alpha_2 \epsilon) \leq f(\epsilon) \leq \tilde{f}(\alpha_1 \epsilon), \quad \text{for all } \epsilon \in (0, 1/\alpha_2],
\]

(2.73)
From (2.73), and recalling that \( \alpha_2 \geq 1 \) and hence \( 1/\alpha_2 \leq 1 \), then

\[
\frac{f(\alpha_2 \epsilon)}{2 \ln \epsilon} \leq \frac{f(\epsilon)}{2 \ln \epsilon} \leq \frac{f(\alpha_1 \epsilon)}{2 \ln \epsilon}, \quad \text{for all } \epsilon \in (0, 1/\alpha_2].
\]

Therefore,

\[
\limsup_{\epsilon \to 0} \frac{f(\alpha_2 \epsilon)}{2 \ln \epsilon} \leq \limsup_{\epsilon \to 0} \frac{f(\epsilon)}{2 \ln \epsilon} \leq \limsup_{\epsilon \to 0} \frac{f(\alpha_1 \epsilon)}{2 \ln \epsilon},
\]

Note that \( \ln \epsilon = \ln(\alpha \epsilon) - \ln \alpha \) whenever \( \epsilon > 0 \) and \( \alpha > 0 \). From (2.64) and recalling the definition of quantisation density in (2.14), it follows that

\[
\limsup_{\epsilon \to 0} \frac{f(\epsilon)}{2 \ln \epsilon} = \eta(q).
\]

We can thus rewrite (2.74) as

\[
\limsup_{\epsilon \to 0} \frac{f(\alpha_2 \epsilon)}{2 \ln \epsilon} + \ln \alpha_2 \leq \eta(q) \leq \limsup_{\epsilon \to 0} \frac{f(\alpha_1 \epsilon)}{2 \ln \epsilon} + \ln \alpha_1.
\]

From (2.65) and the definition of quantisation density, then (2.76) implies that

\[
\eta(\bar{q}) \leq \eta(q) \leq \eta(\tilde{q}),
\]

whence \( \eta(q) = \eta(\tilde{q}) \).

Lemma 2.15 shows that if two quantisers are related via a one-to-one linear transformation, then their densities are equal. This result will be repeatedly used in the sequel.

### 2.5 Infimum Quantisation Density

As we have previously mentioned, Elia and Mitter (2001) pose and solve the problem of finding the infimum quantisation density required to quadratically stabilise a given single-input system. We next consider this problem in the context of multiple-input systems. Subsequently, we derive a first result regarding infimum quantisation density in this context.

We thus consider the following problem:

**Problem 2.16** Given system (2.1) and a CLF \( V \) of the form (2.2), solve

\[
\eta^* = \inf \eta(q), \quad \text{subject to}
\]

\[
q \text{ is a quantiser and is QS with respect to } V,
\]

where \( \eta(q) \) is the density of \( q \), as defined in (2.14).
Theorem 2.17 Let \( q : \mathbb{R}^n \to \mathbb{R}^m \) be a QS quantiser for system (2.1) with respect to a CLF \( V \) of the form (2.2). Consider the matrices \( L \) and \( M \) defined in (2.4) and the matrix \( Q \) defined in (2.5). Define
\[
K \triangleq (B^T PB)^{-1/2} M^T,
\] (2.80)
and find the following singular value decomposition\(^1\) of \( KQ^{-1/2} \):
\[
KQ^{-1/2} = S_1 \Sigma S_2^T
\] (2.81)
where
\[
S_1 \in \mathbb{R}^{m \times m}, \quad S_2 \in \mathbb{R}^{n \times m}, \quad \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_m), \quad \text{and} \quad S_1^T S_1 = I_m = S_2^T S_2.
\] (2.82)
Define the quantiser \( \bar{q} : \mathbb{R}^n \to \mathbb{R}^m \) by
\[
\bar{q}(x) = q \left( Q^{-1/2} S_2 S_2^T Q^{1/2} x \right), \quad \text{for all} \ x \in \mathbb{R}^n.
\] (2.83)
Then, \( \bar{q} \) is QS and \( \eta(\bar{q}) \leq \eta(q) \).

Proof. We begin by showing that \( \bar{q} \) is QS. Since \( q \) is QS by assumption, then \( q(0) = 0 \). Then, from (2.83) it follows that \( \bar{q}(0) = 0 \). Consider the increment of \( V \), as defined in (2.3). Using (2.3)–(2.5) and (2.80), we can write
\[
\Delta V(x, u) = \left[ Kx + (B^T PB)^{1/2} u \right]^T \left[ Kx + (B^T PB)^{1/2} u \right] - x^T Qx.
\] (2.84)
We have
\[
\Delta V(Q^{-1/2} S_2 S_2^T Q^{1/2} x, u) =
\left[ KQ^{-1/2} S_2 S_2^T Q^{1/2} x + (B^T PB)^{1/2} u \right]^T \left[ KQ^{-1/2} S_2 S_2^T Q^{1/2} x + (B^T PB)^{1/2} u \right] - x^T Q^{1/2} S_2 S_2^T Q^{-1/2} Q^{1/2} S_2 S_2^T Q^{1/2} x.
\] (2.85)
Using (2.81) and (2.82) in (2.85), and simplifying, yields
\[
\Delta V(Q^{-1/2} S_2 S_2^T Q^{1/2} x, u) =
\left[ Kx + (B^T PB)^{1/2} u \right]^T \left[ Kx + (B^T PB)^{1/2} u \right] - x^T Q^{1/2} S_2 S_2^T Q^{1/2} x.
\] (2.86)
Note that the matrices \( Q^{1/2} S_2 S_2^T Q^{1/2} \) and \( Q \) can be written as
\[
Q^{1/2} S_2 S_2^T Q^{1/2} = Q^{1/2} \bar{S}_2 \begin{bmatrix} I_m & 0 \\ 0 & 0 \end{bmatrix} \bar{S}_2^T Q^{1/2}, \quad \text{and}
\]
\[
Q = Q^{1/2} \bar{S}_2 I_n \bar{S}_2^T Q^{1/2}.
\]
\(^1\)This decomposition was proposed in Kao and Venkatesh (2002).
where \( S_2 \in \mathbb{R}^{n \times n} \) satisfies \( S_2 S_2^T = I_n \) and \( S_2^T = [I_m \ 0_{m \times n-m}] S_2^T \). Hence, \( Q \geq Q^{1/2} S_2 S_2^T Q^{1/2} \) and it follows from (2.84) and (2.86) that

\[
\Delta V(x, u) \leq \Delta V(Q^{-1/2}S_2 S_2^T Q^{1/2} x, u), \quad \text{for all } x \in \mathbb{R}^n \text{ and } u \in \mathbb{R}^m. \quad (2.87)
\]

By (2.83), we have

\[
\Delta V(x, q(x)) = \Delta V \left( x, q(Q^{-1/2}S_2 S_2^T Q^{1/2} x) \right) \quad (2.88)
\]

and from (2.87), with \( u = q(Q^{-1/2}S_2 S_2^T Q^{1/2} x) \), then

\[
\Delta V \left( x, q(Q^{-1/2}S_2 S_2^T Q^{1/2} x) \right) \leq \Delta V \left( Q^{-1/2}S_2 S_2^T Q^{1/2} x, q(Q^{-1/2}S_2 S_2^T Q^{1/2} x) \right). \quad (2.89)
\]

Since \( q \) is QS by assumption, then \( \Delta V(x, q(x)) < 0 \) for all nonzero \( x \in \mathbb{R}^n \). In particular,

\[
\Delta V \left( Q^{-1/2}S_2 S_2^T Q^{1/2} x, q(Q^{-1/2}S_2 S_2^T Q^{1/2} x) \right) < 0, \quad (2.90)
\]

for all \( x \in \mathbb{R}^n \) satisfying \( Q^{-1/2}S_2 S_2^T Q^{1/2} x \neq 0 \). Note that \( Q^{-1/2}S_2 S_2^T Q^{1/2} x \neq 0 \) if and only if \( S_2^T Q^{1/2} x \neq 0 \). Combining (2.88)–(2.90), it follows that

\[
\Delta V(x, q(x)) < 0, \quad \text{for all } x \in \mathbb{R}^n \text{ such that } S_2^T Q^{1/2} x \neq 0. \quad (2.91)
\]

If \( S_2^T Q^{1/2} x = 0 \), then from (2.83) and since \( q \) is QS, we have \( q(x) = q(0) = 0 \). From (2.84), it follows that

\[
\Delta V(x, 0) = x^T K^T K x - x^T Q x = x^T Q^{1/2} K^T K Q^{-1/2} Q^{1/2} x - x^T Q x
\]

(\( x^T Q^{1/2} S_2 S_1 S_2^T S_1^T x = x^T Q x \))

\[
= -x^T Q x, \quad \text{whenever } S_2^T Q^{1/2} x = 0. \quad (2.92)
\]

Therefore, we have

\[
\Delta V(x, q(x)) = \Delta V(x, 0) = -x^T Q x < 0, \quad \text{whenever } S_2^T Q^{1/2} x = 0 \text{ and } x \neq 0. \quad (2.93)
\]

Combining (2.91) and (2.93) yields

\[
\Delta V(x, q(x)) < 0 \quad \text{for all nonzero } x \in \mathbb{R}^n. \quad (2.94)
\]

We have thus established that \( q \) is QS.

We next show that \( \eta(q) \leq \eta(q) \). Let \( U(\cdot) \) denote the range of a quantiser [recall (2.12)]. From (2.83), note that \( U(q) \subseteq U(q) \). Therefore, it follows that

\[
\#[U(q) \cap C^m(\epsilon)] \leq \#[U(q) \cap C^m(\epsilon)], \quad (2.95)
\]

for all \( \epsilon \in (0, 1] \), where \( C^m(\epsilon) \) is the set defined in (2.13). From (2.14), then \( \eta(q) \leq \eta(q) \). This concludes the proof. \( \Box \)
2.5 Infimum Quantisation Density

Theorem 2.17 shows that, given any QS quantiser \( q \), we can construct a QS quantiser \( \bar{q} \) with a specific structure that is also QS and whose density is not greater than that of \( q \). The key structural difference between an arbitrary QS quantiser \( q \) and a quantiser \( \bar{q} \) constructed from \( q \) according to (2.83) is that the matrix \( Q^{-1/2}S_2S_2^TQ^{1/2} \) has rank \( m \) [recall (2.82)] where \( m \leq n \) (this inequality follows because the system input matrix \( B \) has full column rank). Figure 2.8 shows the quantiser \( \bar{q} \) constructed from a given quantiser \( q \) according to (2.83). Note that the quantiser \( \bar{q} \) can be written as

\[
\bar{q}(x) = \bar{q}(S_2^{1/2}Q^{1/2}x),
\]

where \( \bar{q} : \mathbb{R}^m \to \mathbb{R}^m \).

The result of Theorem 2.17 then implies that the search for the infimum density in Problem 2.16 can be performed exclusively over quantisers \( \bar{q} \) having the specific structure (2.96), yielding the same result, \( \eta^* \). Note that the ranges of \( q \) and \( \bar{q} \) coincide, and hence \( \eta(q) = \eta(\bar{q}) \). We can thus recast Problem 2.16 as follows.

**Problem 2.18** Given system (2.1) and a CLF \( V \) of the form (2.2), solve

\[
\eta^* = \inf \eta(\bar{q}), \quad \text{subject to}
\]

\[
\bar{q} : \mathbb{R}^m \to \mathbb{R}^m, \quad \text{and the quantiser } \bar{q} : \mathbb{R}^n \to \mathbb{R}^m \text{ defined by (2.96) is QS with respect to } V,
\]

where \( \eta(\bar{q}) \) is the density of \( \bar{q} \), as defined in (2.14), \( Q \) was defined in (2.5), and with \( S_2 \) as in Theorem 2.17.

We then immediately have the following result.

**Theorem 2.19** The infimum density \( \eta^* \) of Problem 2.18 coincides with that of Problem 2.16.

Consequently, the search for the infimum density \( \eta^* \), which has to be performed over quantisers \( q : \mathbb{R}^n \to \mathbb{R}^m \) is reduced to a search over quantisers \( \bar{q} : \mathbb{R}^m \to \mathbb{R}^m \) (\( m \leq n \)). We have thus provided a first result regarding infimum density over all quantisers that are QS with respect to a given CLF.

**Remark 2.20** It is interesting to particularise the result of Theorem 2.17 to single-input systems. In this case, the matrix \( K \) in (2.80) satisfies \( K \in \mathbb{R}^{1 \times n} \) and hence the matrices in the singular value
decomposition (2.81) are $S_1 = 1$, $\Sigma = \sigma \in \mathbb{R}$ and $S_2^T = KQ^{-1/2}/\sigma$. Therefore, it follows that

$$S_2^TQ^{1/2} = K/\sigma$$

and from (2.80) and (2.5), then $S_2^TQ^{1/2} = \alpha_1 M^T = \alpha_2 K_{GD}$, with $\alpha_1 \in \mathbb{R}$ and $\alpha_2 \in \mathbb{R}$, and where $K_{GD}$ was defined in (2.5). Then, according to Theorem 2.19, the search for an infimum density quantiser can be performed exclusively over quantisers $\bar{q} : \mathbb{R}^n \rightarrow \mathbb{R}$ of the form $\bar{q}(x) = q_s(K_{GD}x)$, where $q_s : \mathbb{R} \rightarrow \mathbb{R}$ (scalar quantiser). Note that this structure for the quantisers over which the search must be performed is precisely the one in the first part of the proof of Theorem 1 of Elia and Mitter (2001).

**Remark 2.21** Kao and Venkatesh (2002) claim that a quantiser that optimises density for a multiple-input system and with respect to a given CLF, needs to have levels only in a minimum-dimension subspace of the input space. However, careful inspection of the results in Kao and Venkatesh (2002) reveals that the definition of quantisation density employed in that paper, in general, coincides neither with that of Elia and Mitter (2001) for single-input systems nor with that of Elia and Frazzoli (2002) for two-input systems. In addition, the quantisation density defined in Kao and Venkatesh (2002), in general, is not even a scalar multiple of that in Elia and Mitter (2001). Therefore, we cannot employ the results of Kao and Venkatesh (2002) in the current context.

### 2.6 Chapter Summary

We have briefly reviewed quadratic stabilisation of linear discrete-time systems. We have also reviewed the concept of quantisation density and provided a straightforward generalisation of this concept to quantisers having levels of arbitrary dimension. We have derived several new results regarding quantisation density for multiple-input systems. In particular, Theorem 2.12 derived the density of a multivariable quantiser having radially logarithmically spaced levels and Lemma 2.15 established the invariance of the density of a quantiser under a linear one-to-one transformation.

We have also posed the problem of optimising quantisation density over all quantisers that quadratically stabilise a multiple-input system with respect to a given CLF. We have then derived an important novel result (encompassing Theorem 2.17 and Theorem 2.19) that implies that the search for the infimum density can be performed exclusively over quantisers having a specific structure. Finally, in the case of single-input systems, we have shown that the latter result coincides with a result of Elia and Mitter (2001).
Chapter 3

Geometric Approach to Quadratic Stabilisation with Quantisers

3.1 Overview

In Chapter 2, we have shown that, when searching for the infimum quantisation density over all quantisers that are QS with respect to a given CLF, we need only consider quantisers having a specific form. More precisely, given a system of the form

$$x(k + 1) = Ax(k) + Bu(k), \tag{3.1}$$

and a CLF $V$ of the form

$$V(x) = x^T P x, \quad \text{where } P = P^T > 0, \tag{3.2}$$

$A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$. $A$ is unstable, $B$ has full column rank and the pair $(A, B)$ is stabilisable, then we need only consider quantisers $\tilde{q} : \mathbb{R}^m \to \mathbb{R}^m$ defined by

$$\tilde{q}(x) = \tilde{q}(S_2^T Q^{1/2} x), \tag{3.3}$$

where $\tilde{q} : \mathbb{R}^m \to \mathbb{R}^m$ is a quantiser, and $S_2 \in \mathbb{R}^{n \times m}$ and $Q \in \mathbb{R}^{n \times n}$ are matrices constructed from the system and CLF matrices $A$, $B$ and $P$.

The derivation of the structure (3.3), which restricts the quantisers that we need to consider, was performed without dealing with specific details on the construction of QS quantisers. However, to derive additional results regarding quantisation density for multiple-input systems, we will require further insight into specific features of QS quantisers. This chapter will therefore be concerned with characterising QS quantisers.

As a first step toward the characterisation of all QS quantisers of the form (3.3), we will focus on the simplest (in some sense) of the quantiser structures that can be put into the form (3.3). We will thus
consider quantisers \( \tilde{q} : \mathbb{R}^m \to \mathbb{R}^m \) of the specific form

\[
\tilde{q}(\tilde{x}) = W \tilde{q}(D^T \tilde{x}),
\]

where \( W \in \mathbb{R}^{m \times p} \) and \( D \in \mathbb{R}^{m \times p} \) have linearly independent columns, \( \tilde{q} : \mathbb{R}^p \to \mathbb{R}^p \) is a quantiser, and the dimension \( p \) is as low as possible. Note that the quantiser \( \tilde{q} \) is the only nonlinear element in the setting that we consider. Therefore, requiring the dimension \( p \) to be as low as possible constrains the nonlinear operation \( \tilde{q} \) to occur between spaces of minimum dimension. In this sense, we may then regard the structure that we impose on \( \tilde{q} \) to be the simplest possible.

Combining (3.3) and (3.4), we can write

\[
q(x) = W (D^T x),
\]

where \( D \in \mathbb{R}^{n \times p} \) satisfies

\[
D^T = D^T S_2 Q^{1/2}.
\]

Figure 3.1 shows the setting that we consider. The requirement that the dimension \( p \) in the scheme of Figure 3.1 be as low as possible will constitute a key feature in the derivations of this chapter.

Figure 3.1: The quantised feedback considered: \( u = q(x) = W (D^T x) \).

The first part of this chapter (§3.2–§3.4) is concerned with the derivation of necessary and sufficient conditions for a quantiser \( q \) of the form (3.5) to be QS. In §3.2 we derive the lowest possible value for the dimension \( p \) in the scheme of Figure 3.1. In §3.3, we give a geometric interpretation to the fact that a quantiser is QS, and we characterise a QS quantiser in terms of its quantisation regions and values. Our derivations are based on explicit geometric considerations and will thus provide a geometric approach to quadratic stabilisation by means of quantisers of the specific form considered. In §3.4, we derive necessary and sufficient conditions for a quantiser \( q \) of the form (3.5) to be QS.

In the second part of this chapter (§3.5), we explicitly construct QS quantisers having finite quantisation density. We will utilise the necessary and sufficient conditions derived in §3.4 to establish that the constructed quantisers are QS. We will also employ the results of Chapter 2 to derive an explicit expression for the density of the quantisers constructed. We provide a summary of the results of this chapter in §3.6.
3.2 Lowest Quantiser Dimension

In this section, we characterise the lowest value for the dimension $p$ in the scheme of Figure 3.1 so that there exists a quantiser $q(x) = W \hat{q}(D^T x)$ that is QS with respect to a given quadratic CLF $V$.

We recall from Chapter 2 the expression for the increment of the CLF $V$ in (3.2) along the trajectories of system (3.1):

$$\Delta V(x, u) \triangleq V(Ax + Bu) - V(x) = x^T L x + 2 x^T M u + u^T B^T P Bu,$$  \hspace{1cm} (3.7)

where

$$L \triangleq A^T P A - P, \quad M \triangleq A^T P B.$$ \hspace{1cm} (3.8)

To derive the lowest value for $p$, we require the following preliminary result.

**Lemma 3.1** Consider system (3.1) and a CLF $V$ of the form (3.2). Let the feedback $u = WD^T x$, where $W \in \mathbb{R}^{m \times p}$ and $D \in \mathbb{R}^{n \times p}$ both have linearly independent columns, quadratically stabilise system (3.1) with respect to $V$. Then, there exists a quantiser $\hat{q} : \mathbb{R}^p \to \mathbb{R}^p$ such that the quantised feedback $u = W \hat{q}(D^T x)$ quadratically stabilises system (3.1) with respect to $V$.

**Proof.** Note that for any given $\alpha > 0$, we can always build a quantiser $\tilde{q} : \mathbb{R}^p \to \mathbb{R}^p$ satisfying $\|a - \tilde{q}(a)\|_2 < \alpha \|a\|_2$, for all nonzero $a \in \mathbb{R}^p$. (This can be achieved, for example, with $\tilde{q}$ consisting of componentwise scalar logarithmic quantisers, each of these scalar quantisers having relative errors as small as desired.) Let $K = WD^T$, and consider $\Delta V$, the increment of $V$, defined in (3.7). By assumption, $\Delta V(x, K x) < 0$, for all $x \in \mathbb{R}^n \setminus \{0\}$. Note that $\Delta V(x, K x) \leq -\beta \|x\|_2^2$, for some $\beta > 0$. Define $\epsilon(x) \triangleq K x - W \hat{q}(D^T x)$. We have

$$\|\epsilon(x)\|_2 = \|K x - W \hat{q}(D^T x)\|_2 = \|W[D^T x - \hat{q}(D^T x)]\|_2 \leq \|W\|_2 \|D^T\|_2 \|x\|_2 \alpha.$$  

Using (3.7) and (3.8), we then have

$$\Delta V(x, W \hat{q}(D^T x)) = \Delta V(x, K x - \epsilon(x))$$

$$= \Delta V(x, K x) - 2 x^T (M + K^T B^T P B) \epsilon(x) + \epsilon(x)^T B^T P B \epsilon(x)$$

$$\leq -\beta \|x\|_2^2 + 2 \|x\|_2 M^T B^T P B \|\epsilon(x)\|_2 + \|B^T P B\|_2 \|\epsilon(x)\|_2^2$$

$$\leq \left(-\beta + 2 \|M + K^T B^T P B\|_2 \|W\|_2 \|D\|_2 \alpha + \|B^T P B\|_2 \|W\|_2^2 \|D\|_2^2 \alpha^2\right) \|x\|_2^2.$$  

Thus, $\Delta V(x, W \hat{q}(D^T x)) < 0$ if $\alpha > 0$ is chosen small enough. Hence, the result follows. \qed

We next find the lowest value for the dimension $p$ in the scheme of Figure 3.1 so that a quantiser $q(x) = W \hat{q}(D^T x)$ is QS with respect to a given quadratic CLF $V$. Parts of this proof follow directly from results in Kao and Venkatesh (2002), where the minimum dimension of a subspace of the input...
space that is necessary for quadratic stabilisation is derived. However, we will provide an alternative characterisation in terms of the number of positive eigenvalues of the matrix \( L \) in (3.8), and we also directly derive this result considering the setting of Figure 3.1.

**Theorem 3.2** Consider system (3.1) and a quadratic CLF \( V \) of the form (3.2). Let \( \ell \) be the number of positive eigenvalues of the matrix \( L \) defined in (3.8), and suppose that \( L \) is invertible. Then, \( \ell \) is the lowest value of \( p \) for which there exist matrices \( W \in \mathbb{R}^{m \times p} \) and \( D \in \mathbb{R}^{n \times p} \) with linearly independent columns, and a quantiser \( \bar{q} : \mathbb{R}^p \to \mathbb{R}^q \) such that the quantiser \( q : \mathbb{R}^n \to \mathbb{R}^m \) defined by \( q(x) = W\bar{q}(D^Tx) \) is QS with respect to \( V \).

**Proof.** We begin by proving that if \( q \) is QS with respect to \( V \), then \( p \geq \ell \). Note that, since \( L = L^T \in \mathbb{R}^{n \times n} \) is invertible and has \( \ell \) positive eigenvalues, then \( L \) has \( n - \ell \) negative eigenvalues. Since \( q(0) = W\bar{q}(D^T0) = 0 \) and \( W \) has linearly independent columns, then \( \bar{q}(0) = 0 \). Let \( \mathcal{P} = \{ x \in \mathbb{R}^n : D^Tx = 0 \} \) and consider the increment of \( V \), \( \Delta V \), defined in (3.7). Note that \( \Delta V(x, 0) < 0 \) for all \( x \in \mathcal{P} \setminus \{0\} \). From (3.7), we have \( \Delta V(x, 0) = x^TLx \) and hence \( x^TLx < 0 \) for all nonzero vectors in a subspace of dimension \( n - p \), because \( D \in \mathbb{R}^{n \times p} \) has linearly independent columns. Since \( L \) has \( n - \ell \) negative eigenvalues, then \( n - p \leq n - \ell \) (see Horn and Johnson, 1985, §4.3.23, p. 192), whence \( p \geq \ell \).

We next prove that \( p = \ell \) is a valid choice. Define

\[
K \triangleq (B^TPB)^{-1/2}M^T, \quad \text{(3.9)}
\]

with \( M \) as in (3.8). Consider the matrix \( Q \) defined in (2.5), repeated here for convenience:

\[
Q \triangleq M(B^TPB)^{-1}M^T - L. \quad \text{(3.10)}
\]

By Lemma 2.4, and since \( V \) is a CLF, then \( Q > 0 \). Consider the decomposition proposed in Kao and Venkatesh (2002):

\[
KQ^{-1/2} = S_1\Sigma S_2^T, \quad \text{(3.11)}
\]

where \( S_1 \in \mathbb{R}^{m \times m}, S_2 \in \mathbb{R}^{n \times m}, S_1^TS_1 = I_m = S_2^TS_2, \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_m) \) and \( \sigma_i \) are the singular values of \( KQ^{-1/2} \), arranged in decreasing order. Let \( s \) be the number of singular values of \( KQ^{-1/2} \) that are greater than or equal to 1. Furthermore, let

\[
G \triangleq -(B^TPB)^{-1/2}S_1\begin{bmatrix} \Sigma_{1:s} & \mathbf{0}_{s \times m-s} \\ \mathbf{0}_{m-s \times s} & \mathbf{0}_{m-s \times m-s} \end{bmatrix} S_2^TQ^{1/2}, \quad \text{(3.12)}
\]

where \( \Sigma_{1:s} \triangleq \text{diag}(\sigma_1, \ldots, \sigma_s) \) contains the singular values of \( KQ^{-1/2} \) that are greater than or equal to 1. We next prove that \( u = Gx \) is quadratically stabilising with respect to \( V \). Using (3.7)–(3.10), we can write \( \Delta V(x, u) \) as

\[
\Delta V(x, u) = [Kx + (B^TPB)^{1/2}u]^T[Kx + (B^TPB)^{1/2}u] - x^TQx. \quad \text{(3.13)}
\]
We have
\[
Kx + (B^TPB)^{1/2}Gx = \left[ KQ^{-1/2} + (B^TPB)^{1/2}GQ^{-1/2} \right] Q^{1/2}x
\]
\[
= S_1 \Sigma S_2^T - S_1 \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} S_2^T Q^{1/2}x
\]
\[
= S_1 \begin{bmatrix} 0 & 0 \\ 0 & \Sigma_{s+1:m} \end{bmatrix} S_2^T Q^{1/2}x, \tag{3.15}
\]
where in (3.14) we have used (3.11) and (3.12), and in (3.15) we have defined
\[
\Sigma_{s+1:m} \triangleq \text{diag}(\sigma_{s+1}, \ldots, \sigma_{m}).
\]

From (3.13) and (3.15), we have
\[
\Delta V(x, Gx) = x^T Q^{1/2} S_2 \begin{bmatrix} 0 & 0 \\ 0 & \Sigma_{s+1:m} \end{bmatrix} S_1^T S_1 \begin{bmatrix} 0 & 0 \\ 0 & \Sigma_{s+1:m} \end{bmatrix} S_2^T Q^{1/2}x - x^T Q^{1/2} Q^{1/2}x
\]
\[
= x^T Q^{1/2} \left( S_2 \begin{bmatrix} 0 & 0 \\ 0 & \Sigma_{s+1:m} \end{bmatrix} S_2^T - I_n \right) Q^{1/2}x. \tag{3.16}
\]

where \( \Sigma_{s+1:m} = \text{diag}(\sigma_{s+1}^2, \ldots, \sigma_m^2) \) and we have used the fact that \( S_1^T S_1 = I_m \). The expression between round brackets in (3.16) is a negative definite matrix since \( \sigma_i \), for \( i = s + 1, \ldots, m \), are the singular values of \( KQ^{-1/2} \) that are less than one. Therefore, \( \Delta V(x, Gx) < 0 \), for all \( x \in \mathbb{R}^n \setminus \{0\} \), showing that \( V \) is a Lyapunov function for \( x(k+1) = (A + BG)x(k) \).

The final step is to prove that \( \text{rank}(G) = \ell \). By (3.12), the rank of \( G \) is \( s \), where \( s \) is the number of singular values greater than or equal to one of the matrix \( KQ^{-1/2} \) in (3.11). The squared singular values of \( KQ^{-1/2} \) are the eigenvalues of \( KK^{-1/2} \). From (3.10) and (3.9), we have \( Q = K^{-1/2} = I - KL^{-1}K^{-1} \). Since \( L \) is invertible, using a matrix inversion formula yields
\[
Q^{-1} = -(I - KL^{-1}K^{-1})^{-1}KL^{-1}, \tag{3.17}
\]
whence
\[
KQ^{-1}K^{-1} = -(I - KL^{-1}K^{-1})^{-1}KL^{-1}K^{-1} = (F - I)^{-1}F, \tag{3.18}
\]
where we have defined \( F \triangleq KL^{-1}K^{-1} \). Let \( v \) be an eigenvector of \( KQ^{-1}K^{-1} \) with eigenvalue \( \sigma^2 \).

Then, using (3.18), we have
\[
(F - I)^{-1}Fv = \sigma^2 v \iff Fv = (F - I)\sigma^2 v \iff \sigma^2 v = (\sigma^2 - 1)Fv. \tag{3.19}
\]
From (3.19), it follows that \( \sigma^2 \neq 1 \), since otherwise we would obtain \( v = 0 \), which would be a contradiction since \( v \) is an eigenvector. This proves that \( KQ^{-1/2} \) has no singular values equal to one,
and hence $s$ is the number of singular values of $KQ^{-1/2}$ strictly greater than one. Then, from (3.19), we have

$$(F - I)^{-1}Fv = \sigma^2 v \Longleftrightarrow Fv = \frac{\sigma^2}{\sigma^2 - 1} v$$  \hspace{1cm} (3.20)$$

and hence $v$ is also an eigenvector of $F$ corresponding to the eigenvalue $\sigma^2/(\sigma^2 - 1)$. Since $\sigma^2 \geq 0$ and $\sigma^2 \neq 1$, it then follows that the number of singular values greater than one of $KQ^{-1/2}$, $s$, equals the number of positive eigenvalues of $F = KL^{-1}K^T$. Hence $s$ is less than or equal to the number of positive eigenvalues of $L^{-1}$, which is the same as that of $L$. Therefore $s \leq \ell$. In addition, since $G$ has rank $s$, we may write $G = WD$, where $W \in \mathbb{R}^{m \times s}$ and $D \in \mathbb{R}^{n \times s}$ both have linearly independent columns. Then, since the feedback $u = Gx$ quadratically stabilises system (3.1) with respect to $V$, Lemma 3.1 shows that there exists a quantised feedback $u = Wq(D^Tx)$ with $q : \mathbb{R}^s \to \mathbb{R}^s$ that also achieves the same goal. By the first part of this proof, then $s \geq \ell$. We thus have $s \leq \ell$ and $s \geq \ell$, whence $s = \ell$, showing that the lowest value of $p$ is indeed $\ell$. \hfill \Box

**Remark 3.3** Theorem 3.2 gives the lowest value of the dimension $p$ for the scheme of Figure 3.1 to be quadratically stable with respect to a given CLF $V$. This lowest value is equal to the number of positive eigenvalues of the matrix $L$ defined in (3.8). Note that $L$ necessarily has at least one nonnegative eigenvalue. This follows since, for $V(x) = x^TPx$, the open-loop system $x(k+1) = Ax(k)$ gives $V(Ax) - V(x) = x^TLx$. Thus, if all the eigenvalues of $L$ were negative, the open-loop system would be stable, contradicting the assumption that $A$ has at least one eigenvalue outside or on the unit circle.

**Remark 3.4** The fact that a QS quantiser $q(x) = Wq(D^Tx)$ exists, where $W \in \mathbb{R}^{m \times \ell}$ has linearly independent columns and $\ell$ is the number of positive eigenvalues of $L$, implies that the number of inputs, $m$, is greater than or equal to the number of positive eigenvalues of $L$.

**Remark 3.5** In the proof of Theorem 3.2, it was shown that if the number of positive eigenvalues of the matrix $L$ defined in (3.8) is $\ell$, then a linear feedback with rank $\ell$ that quadratically stabilises system (3.1) with respect to the given CLF $V$ always exists (provided $L$ is invertible). Moreover, one such feedback is $u = Gx$, with $G$ as in (3.12).

### 3.3 Geometric Approach

The main aim of this section is to give a geometric interpretation to the fact that a quantiser $q$ is QS and to characterise a QS quantiser in terms of its quantisation regions and values. The geometric interpretation is given in §3.3.1, and the characterisation in §3.3.2.
3.3 Geometric Approach

3.3.1 Geometric Interpretation

The geometric interpretation that we will obtain is based on the analysis of conditions that the quantisation regions and values of the QS quantiser \( q \) must necessarily satisfy. We will utilise the following definition.

**Definition 3.6 (QS Pair)** Consider \( V \) and \( \Delta V \) as in (3.2) and (3.7), respectively, let \( R \subset \mathbb{R}^n \) and \( u \in \mathbb{R}^m \). We say that the pair \((u, R)\) is QS (with respect to \( V \)) if \( u = 0 \) when \( 0 \in R \) and

\[
\Delta V(x, u) < 0, \quad \text{for all } x \in R \setminus \{0\}. \tag{3.21}
\]

The following lemma shows the significance of Definition 3.6 in the current context.

**Lemma 3.7** Let \( q : \mathbb{R}^n \to \mathbb{R}^m \) be a quantiser, let \( R_i \) and \( u_i \), for all \( i \in \mathbb{Z} \), denote its quantisation regions and corresponding values, respectively. Then, \( q \) is QS if and only if \((u_i, R_i)\) is QS, for all \( i \in \mathbb{Z} \).

We can give a geometric interpretation to (3.21) as follows. Define the sets

\[
X(u) \triangleq \{x \in \mathbb{R}^n : \Delta V(x, u) < 0\}, \quad \text{and for future reference},
\]

\[
X_0(u) \triangleq \{x \in \mathbb{R}^n : \Delta V(x, u) \leq 0\}. \tag{3.22}
\]

Using (3.22), we obtain the following geometric characterisation of a QS pair.

**Lemma 3.8** Consider \( V \), \( \Delta V \) and \( X(u) \) as in (3.2), (3.7) and (3.22), respectively, let \( R \subset \mathbb{R}^n \) and \( u \in \mathbb{R}^m \). Then, the pair \((u, R)\) is QS if and only if \( u = 0 \) when \( 0 \in R \) and \( R \setminus \{0\} \subseteq X(u) \).

Using Lemma 3.8, we readily derive the following characterisation of a QS quantiser in terms of its quantisation regions and values.

**Lemma 3.9** Let \( q : \mathbb{R}^n \to \mathbb{R}^m \) be a quantiser, let \( R_i \) and \( u_i \), for all \( i \in \mathbb{Z} \), denote its quantisation regions and corresponding values, respectively. Then, \( q \) is QS if and only if \( u_i = 0 \) when \( 0 \in R_i \) and

\[
R_i \setminus \{0\} \subseteq X(u_i) \quad \text{for all } i \in \mathbb{Z}. \tag{3.24}
\]

The approach that we follow is based on the analysis of the set inclusion condition (3.24). This analysis is carried out by exploiting the geometry of the sets \( X(u) \) and by considering the constraints imposed on the quantisation regions and values of \( q \) by the fact that \( q \) has the form \( q(x) = Wq(D^Tx) \).

To analyse the sets \( X(u) \) defined in (3.22), recall (3.7) and note that the geometry of \( X(u) \) depends on the matrix \( L \) defined in (3.8). Since \( L \) is symmetric, we can decompose it as

\[
L = U^T \Lambda U, \quad \text{where } UU^T = I_n \text{ and } \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n), \tag{3.25}
\]

\(^1\)A similar idea is used by Ishii and Francis (2002b) in the context of continuous-time systems with switching control.
and \( \lambda_1, \ldots, \lambda_n \in \mathbb{R} \) are the eigenvalues of \( L \) (Horn and Johnson, 1985). In the sequel, we assume that \( L \) is invertible. For future reference, note that

\[
L^{-1} = U^T \Lambda^{-1} U, \quad \text{where } \Lambda^{-1} = \text{diag}(1/\lambda_1, \ldots, 1/\lambda_n). \tag{3.26}
\]

It is now useful to consider the following affine transformation:

\[
T_u(x) \triangleq U(x + L^{-1}Mu), \tag{3.27}
\]

where \( L \) and \( M \) are defined in (3.8). Note that, from (3.25), the transformation \( T_u \) is invertible and

\[
T_u^{-1}(\tilde{x}) = U^T \tilde{x} - L^{-1}Mu. \tag{3.28}
\]

Next, consider the sets \( X(u) \) and \( X_0(u) \), defined in (3.22) and (3.23), respectively. Let \( \tilde{X}(u) \) and \( \tilde{X}_0(u) \) be the images under \( T_u \) of \( X(u) \) and \( X_0(u) \), respectively, that is, \( \tilde{X}(u) \triangleq T_u(X(u)) \) and \( \tilde{X}_0(u) \triangleq T_u(X_0(u)) \). Using (3.7), (3.25), (3.27) and (3.28), we have

\[
\tilde{X}(u) = \{ \tilde{x} \in \mathbb{R}^n : \tilde{x}^T \Lambda \tilde{x} + u^T Hu < 0 \}, \tag{3.29}
\]

\[
\tilde{X}_0(u) = \{ \tilde{x} \in \mathbb{R}^n : \tilde{x}^T \Lambda \tilde{x} + u^T Hu \leq 0 \}, \tag{3.30}
\]

where

\[
H \triangleq B^TPB - M^TL^{-1}M. \tag{3.31}
\]

Consider next a QS quantiser \( q : \mathbb{R}^n \to \mathbb{R}^m \) satisfying \( q(x) = W\hat{q}(D^Tx) \), where \( \hat{q} : \mathbb{R}^p \to \mathbb{R}^p \), and both \( W \in \mathbb{R}^{m \times p} \) and \( D \in \mathbb{R}^{n \times p} \) have linearly independent columns. Let \( R_i \) and \( u_i \), for all \( i \in \mathbb{Z} \), denote the quantisation regions and corresponding values of \( q \). Note that the regions \( R_i \) satisfy

\[
R_i = \bigcup_{a \in A_i} \{ x \in \mathbb{R}^n : D^Tx = a \}, \tag{3.32}
\]

for some \( A_i \subset \mathbb{R}^p \). Recall Lemma 3.9 and condition (3.24) where now \( R_i \) has the form (3.32). By Theorem 3.2, we know that the lowest possible value for \( p \) is \( \ell \), where \( \ell \) is the number of positive eigenvalues of the matrix \( L \) defined in (3.8). Since we are interested in the case where the dimension \( p \) is as low as possible, we take \( p = \ell \). Consider the sets (hyperplanes) \( \mathcal{P}(a) \triangleq \{ x \in \mathbb{R}^n : D^Tx = a \} \), for all \( a \in \mathbb{R}^\ell \). Note that, from (3.32), \( R_i = \bigcup_{a \in A_i} \mathcal{P}(a) \). Hence, \( R_i \setminus \{0\} \subseteq X(u_i) \) if and only if \( \mathcal{P}(a) \setminus \{0\} \subseteq X(u_i) \), for all \( a \in A_i \). Since \( T_u \) [defined in (3.27)] is invertible, then \( R_i \setminus \{0\} \subseteq X(u_i) \) if and only if

\[
T_u(\mathcal{P}(a)) \setminus \{T_u(0)\} \subseteq \tilde{X}(u_i), \quad \text{for all } a \in A_i, \tag{3.33}
\]

where \( \tilde{X}(u_i) = T_u(X(u_i)) \) was defined in (3.29). Thus, condition (3.24) can be equivalently analysed by considering (3.33) for all \( i \in \mathbb{Z} \). Note that, since \( T_u \) is an invertible affine transformation, it transforms hyperplanes into hyperplanes and hence \( T_u(\mathcal{P}(a)) \) is a hyperplane. The analysis of (3.33) then involves the problem of finding conditions for a whole hyperplane or for a hyperplane minus one point to be contained in \( \tilde{X}(u) \). The following theorem gives the solution to this problem.
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Theorem 3.10 Let \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \in \mathbb{R}^{n \times n} \), where \( \lambda_1, \ldots, \lambda_{n-\ell} < 0 \) and \( \lambda_{n-\ell+1}, \ldots, \lambda_n > 0 \). Let \( \tilde{D} \in \mathbb{R}^{n \times \ell} \) have linearly independent columns, let \( u \in \mathbb{R}^m \) and \( \tilde{a} \in \mathbb{R}^\ell \). Let \( \tilde{P} = \{ \tilde{x} \in \mathbb{R}^n : \tilde{D}^T \tilde{x} = \tilde{a} \} \) and let \( \tilde{X}(u) \) and \( \tilde{X}_0(u) \) satisfy (3.29) and (3.30), respectively, where \( H = H^T \in \mathbb{R}^{m \times n} \). Then,

1. \( \tilde{P} \setminus \{0\} \subset \tilde{X}(0) \) if and only if
   \[
   \tilde{D}^T \Lambda^{-1} \tilde{D} > 0, \quad \text{and} \quad \tilde{a} = 0. \tag{3.34}
   \]
   \[
   \tilde{a} \in \mathbb{R}^\ell. \tag{3.35}
   \]

2. \( \tilde{P} \subset \tilde{X}(u) \) only if \( u \neq 0 \) and
   \[
   \tilde{D}^T \Lambda^{-1} \tilde{D} \geq 0. \tag{3.36}
   \]

3. If \( \tilde{D}^T \Lambda^{-1} \tilde{D} > 0 \) and \( u \neq 0 \), then \( \tilde{P} \subset \tilde{X}(u) \) if and only if
   \[
   \tilde{a}^T (\tilde{D}^T \Lambda^{-1} \tilde{D})^{-1} \tilde{a} < -u^T H u. \tag{3.37}
   \]

4. If \( \tilde{D}^T \Lambda^{-1} \tilde{D} > 0 \) and \( u \neq 0 \), then \( \tilde{P} \subset \tilde{X}_0(u) \) if and only if
   \[
   \tilde{a}^T (\tilde{D}^T \Lambda^{-1} \tilde{D})^{-1} \tilde{a} \leq -u^T H u. \tag{3.38}
   \]

Proof. See Appendix A. \( \square \)

In summary, the derivations of this section were as follows. Lemma 3.9 gave a geometric interpretation of a QS quantiser \( q : \mathbb{R}^n \rightarrow \mathbb{R}^m \) as a set inclusion condition in terms of its quantisation regions and values. We then considered the geometry of the sets \( X(u) \) and the constraints imposed on the quantisation regions of \( q \) by the fact that \( q \) has the form \( q(x) = W \tilde{q}(D^T x) \). By utilising the transformation \( T_u \), this led to the derivation of conditions for a hyperplane to be contained in \( \tilde{X}(u) = T_u(X(u)) \), which was performed in Theorem 3.10.

3.3.2 Characterisation of QS Pairs

By Lemma 3.7, a quantiser is QS if and only if all its quantisation value/region pairs are QS. Hence, we next provide a characterisation of QS pairs. This characterisation will be used in §3.4 to derive necessary and sufficient conditions on \( W, D \) and \( \tilde{q} \) so that \( q(x) = W \tilde{q}(D^T x) \) is QS. We first establish the following preliminary result.

Lemma 3.11 Let \( D \in \mathbb{R}^{n \times \ell} \) have linearly independent columns, where \( \ell \) is the number of positive eigenvalues of the matrix \( L \) defined in (3.8), and define \( P = \{ x \in \mathbb{R}^n : D^T x = 0 \} \). Then, \( (u, P) \) is QS if and only if \( u = 0 \) and \( D^T L^{-1} D > 0 \).
Proof. Defining \( \tilde{\mathcal{P}} \triangleq T_{0}(\mathcal{P}) \), with \( T_{0} \) as defined in (3.27), we obtain

\[
\tilde{\mathcal{P}} = \{ \tilde{x} \in \mathbb{R}^n : \bar{D}^T U^T \tilde{x} = 0 \}. \tag{3.39}
\]

Necessity. Note that \( 0 \in \mathcal{P} \) and since \((u, \mathcal{P})\) is QS, then Definition 3.6 implies that \( u = 0 \). By Lemma 3.8, the pair \((0, \mathcal{P})\) is QS if and only if \( \mathcal{P} \setminus \{0\} \subset X(0) \). Since the transformation \( T_u \) is invertible, \( \mathcal{P} \setminus \{0\} \subset X(0) \) if and only if \( \tilde{\mathcal{P}} \setminus \{0\} \subset \tilde{X}(0) \), with \( \tilde{X} \) as defined in (3.29) and since \( T_{0}(0) = 0 \). From Theorem 3.10 part 1 and (3.39), then \( \bar{D}^T U^T \Lambda^{-1} U D > 0 \) which using (3.26) yields \( \bar{D}^T L^{-1} D > 0 \).

Sufficiency. By (3.26), \( \bar{D}^T L^{-1} D = \bar{D}^T U^T \Lambda^{-1} U D \). Then Theorem 3.10 part 1 and (3.39) show that \( \tilde{\mathcal{P}} \setminus \{0\} \subset \tilde{X}(0) \). Since \( T_u \) is invertible and \( T_{0}(0) = 0 \), then \( \tilde{\mathcal{P}} \setminus \{0\} \subset \tilde{X}(0) \) if and only if \( \mathcal{P} \setminus \{0\} \subset X(0) \). Using Lemma 3.8, we establish that \((u, \mathcal{P})\) is QS.

The main result of this section is the following theorem, which provides a characterisation of QS pairs. This result will be used in the derivation of necessary and sufficient conditions in §3.4.

**Theorem 3.12 (Characterisation of QS Pairs)** Let \( D \in \mathbb{R}^{n \times \ell} \) have linearly independent columns, where \( \ell \) is the number of positive eigenvalues of the matrix \( L \) defined in (3.8). Suppose that \( \bar{D}^T L^{-1} D > 0 \), let \( \mathcal{R} \) be a nonempty region that satisfies

\[
\mathcal{R} = \bigcup_{a \in \mathcal{A}} \{ x \in \mathbb{R}^n : D^T x = a \} \tag{3.40}
\]

for some \( \mathcal{A} \subset \mathbb{R}^\ell \), and let \( u \in \mathbb{R}^m \). Then, \((u, \mathcal{R})\) is QS [with respect to the CLF \( V \) given in (3.2)] if and only if one of the following statements holds:

1) \( u = 0 \) and \( \mathcal{A} = \{0\} \).

2) \( u \neq 0 \) and \((a + \bar{D}^T L^{-1} M u)^T (\bar{D}^T L^{-1} D)^{-1} (a + \bar{D}^T L^{-1} M u) < -u^T H u \), for all \( a \in \mathcal{A} \), where

\[
M \text{ and } H \text{ were defined in (3.8) and (3.31), respectively.}
\]

**Proof.** Define \( \mathcal{P}(a) \triangleq \{ x \in \mathbb{R}^n : D^T x = a \} \) and note that \( \mathcal{R} = \bigcup_{a \in \mathcal{A}} \mathcal{P}(a) \).

Necessity. Since \((u, \mathcal{R})\) is QS and \( \mathcal{R} = \bigcup_{a \in \mathcal{A}} \mathcal{P}(a) \), then note that \((u, \mathcal{P}(a))\) is QS for all \( a \in \mathcal{A} \). Suppose that \( u = 0 \). Then, by Lemma 3.8, \( \mathcal{P}(a) \setminus \{0\} \subset X(0) \), which happens if and only if \( T_{0}(\mathcal{P}(a)) \setminus \{0\} \subset \tilde{X}(0) \), since \( T_{0} \) is invertible and \( T_{0}(0) = 0 \). From (3.27) and (3.28), we have \( T_{0}(\mathcal{P}(a)) = \{ \tilde{x} \in \mathbb{R}^n : \bar{D}^T U^T \tilde{x} = a \} \). Then, Theorem 3.10 part 1, implies that the only possible value of \( a \) is \( a = 0 \). This establishes 1). Next, suppose that \( u \neq 0 \). Since \((u, \mathcal{P}(a))\) is QS for all \( a \in \mathcal{A} \), then Definition 3.6 implies that \( 0 \notin \mathcal{P}(a) \) for all \( a \in \mathcal{A} \). Consequently, from Lemma 3.8 it follows that \( \mathcal{P}(a) \subset X(u) \) for all \( a \in \mathcal{A} \), which happens if and only if \( T_u(\mathcal{P}(a)) \subset \tilde{X}(u) \). From (3.27) and (3.28), we have \( T_u(\mathcal{P}(a)) = \{ \tilde{x} \in \mathbb{R}^n : D^T U^T \tilde{x} = a + \bar{D}^T L^{-1} M u \} \).

\[
T_u(\mathcal{P}(a)) = \{ \tilde{x} \in \mathbb{R}^n : D^T U^T \tilde{x} = a + \bar{D}^T L^{-1} M u \}. \tag{3.41}
\]
Using Theorem 3.10 part 3, and (3.26), then 2) follows.

Sufficiency. If 1) is true, then \( R = \mathcal{P}(0) \) and, since \( D^T L^{-1} D > 0 \) by assumption, Lemma 3.11 shows that \((0, \mathcal{P}(0))\) is QS. If 2) is true, then consider (3.41). By Theorem 3.10 part 3, then \( T_a(\mathcal{P}(a)) \subset \hat{X}(u) \) and hence \( \mathcal{P}(a) \subset X(u) \), for all \( a \in A \). This proves that \((u, \mathcal{P}(a))\) is QS for all \( a \in A \) and hence \((u, R)\) is QS, completing the proof.

\[ \square \]

### 3.4 Necessary and Sufficient Conditions

In this section, we present a key result. Specifically, we apply the geometric characterisation developed in §3.3 to derive necessary and sufficient conditions for a quantiser \( q : \mathbb{R}^n \rightarrow \mathbb{R}^m \) defined by \( q(x) = W\hat{q}(D^T x) \) to be QS, where \( W \in \mathbb{R}^{m \times \ell} \), \( D \in \mathbb{R}^{n \times \ell} \), \( \hat{q} : \mathbb{R}^\ell \rightarrow \mathbb{R}^\ell \) and \( \ell \) is the number of positive eigenvalues of the matrix \( L \) defined in (3.8). We require the following preliminary result.

**Lemma 3.13** Let \( D \in \mathbb{R}^{n \times \ell} \) have linearly independent columns, where \( \ell \) is the number of positive eigenvalues of the matrix \( L \) defined in (3.8). Suppose that \( D^T L^{-1} D > 0 \). Then,

\[
M^T L^{-1} D (D^T L^{-1} D)^{-1} D^T L^{-1} M > -H,
\]

where \( M \) and \( H \) were defined in (3.8) and (3.31), respectively.

**Proof.** Let \( \mathcal{P} = \{ x \in \mathbb{R}^n : D^T x = 0 \} \) and note that \( 0 \in \mathcal{P} \). Fix any nonzero \( u \in \mathbb{R}^m \). We have \( 0 \notin X_0(u) = \{ x \in \mathbb{R}^n : \Delta V(x, u) \leq 0 \} \), since, by (3.7), \( \Delta V(0, u) = u^T B^T PBu > 0 \) because \( P > 0 \), \( B \) has full column rank and \( u \neq 0 \). Hence \( \mathcal{P} \nsubseteq X_0(u) \). Consider the transformation \( T_u \) defined in (3.27), define \( \tilde{T} \triangleq T_u(\mathcal{P}) \) and consider the set \( \tilde{X}_0(u) \) defined in (3.30). Since \( T_u \) is invertible, then \( \mathcal{P} \nsubseteq X_0(u) \) if and only if \( \tilde{T} \nsubseteq \tilde{X}_0(u) \). Using (3.27) and (3.28), we have \( \tilde{T} = \{ \tilde{x} \in \mathbb{R}^n : D^T U^T \tilde{x} = D^T L^{-1} Mu \} \) and defining

\[
\tilde{D} \triangleq UD \text{ and } \tilde{a} \triangleq D^T L^{-1} Mu,
\]

we can write \( \tilde{T} = \{ \tilde{x} \in \mathbb{R}^n : \tilde{D}^T \tilde{x} = \tilde{a} \} \). From (3.26) and (3.43), we have \( \tilde{D}^T \Lambda^{-1} \tilde{D} = D^T L^{-1} D \) and by assumption \( D^T L^{-1} D > 0 \) and \( u \neq 0 \). Then, Theorem 3.10 part 4, states that \( \tilde{T} \subset \tilde{X}_0(u) \) if and only if (3.38) holds. Since \( \tilde{T} \nsubseteq \tilde{X}_0(u) \), then (3.38) cannot be true. Therefore, using (3.43), it follows that

\[
u^T M^T L^{-1} D (D^T L^{-1} D)^{-1} D^T L^{-1} Mu > -u^T Hu,
\]

for all nonzero \( u \in \mathbb{R}^m \). Then, the result follows. \( \square \)

We next derive conditions on the matrices \( W \) and \( D \), and then proceed to derive conditions on \( \hat{q} \).

**Theorem 3.14 (Necessary and Sufficient Conditions on \( W \) and \( D \))** Let \( D \in \mathbb{R}^{n \times \ell} \) and \( W \in \mathbb{R}^{m \times \ell} \) have linearly independent columns, where \( \ell \) is the number of positive eigenvalues of the matrix \( L \),
defined in (3.8). Then, there exists a quantiser \( \tilde{q} : \mathbb{R}^\ell \to \mathbb{R}^\ell \) such that the quantiser \( q : \mathbb{R}^n \to \mathbb{R}^m \) defined by

\[
q(x) = Wq(D^Tx), \quad \text{for all } x \in \mathbb{R}^n,
\]

(3.44)
is QS if and only if

i) \( D^T L^{-1} D > 0 \), and

ii) \( J \triangleq -W^TH > 0 \), where \( H \) was defined in (3.31).

**Proof.** Define \( S \triangleq D^T L^{-1} MW \), with \( M \) as in (3.8).

**Necessity.** Let \( \mathcal{R} \) be the quantisation region of \( q \) that contains the origin, let \( u \) be the value of \( q \) corresponding to \( \mathcal{R} \) and define \( \mathcal{P} \triangleq \{ x \in \mathbb{R}^n : D^Tx = 0 \} \). Since \( q \) is QS, then Lemma 3.7 shows that \( (u, \mathcal{R}) \) is QS. Since \( \mathcal{P} \subseteq \mathcal{R} \), then note, straightforwardly from Definition 3.6, that \( (u, \mathcal{P}) \) also is QS. We thus have that \( (u, \mathcal{P}) \) is QS and Lemma 3.11 proves i).

By i), we have \( D^T L^{-1} D > 0 \) and hence \( D^T L^{-1} D \) is invertible. Define \( R \triangleq (D^T L^{-1} D)^{-1} \) and note that \( R > 0 \). Since \( q \) is QS and satisfies (3.44), then by Lemma 3.7 and Theorem 3.12 it follows that for any \( x \in \mathbb{R}^n \) satisfying \( D^T x \neq 0 \), there exists \( u \in \mathbb{R}^m \) satisfying

\[
(a + D^T L^{-1} Mu)^T R(a + D^T L^{-1} Mu) < -u^T Hu,
\]

(3.45)
with \( a = D^T x \). Since \( D \) has linearly independent columns and \( u = Ww \) for \( w \in \mathbb{R}^\ell \), it then follows from (3.45) that for any nonzero \( a \in \mathbb{R}^\ell \), there exists \( w \in \mathbb{R}^\ell \) satisfying

\[
(a + Sw)^T R(a + Sw) < w^T Jw,
\]

(3.46)
where we have used the definitions of \( S \) and \( J \). Operating on (3.46) yields

\[
a^TRa + 2a^TRSw + w^T(S^TRS - J)w < 0.
\]

(3.47)
By Lemma 3.13, (3.42) holds. Since \( W \) has linearly independent columns, then premultiplying (3.42) by \( W^T \) and postmultiplying by \( W \) yields \( S^TRS > J \), whence \( S^TRS - J > 0 \). Hence given a nonzero \( a \in \mathbb{R}^\ell \) there exists \( w \in \mathbb{R}^\ell \) satisfying (3.47) if and only if

\[
\min_{w \in \mathbb{R}^\ell} a^TRa + 2a^TRSw + w^T(S^TRS - J)w < 0.
\]

(3.48)
The minimum on the left-hand side of (3.48) can be straightforwardly calculated as:

\[
a^T(R - RS(S^TRS - J)^{-1}S^TR)a.
\]

(3.49)
It then follows that \( (R - RS(S^TRS - J)^{-1}S^TR) \) must be negative definite and hence its inverse also must be. Calculating its inverse using a matrix inversion formula yields

\[
R^{-1} - SJ^{-1}S^T < 0.
\]

(3.50)
From (3.50) and since \( R > 0 \), we have

\[
0 < R^{-1} < SJ^{-1}S^T. \tag{3.51}
\]

Since, \( S \in \mathbb{R}^{t \times t} \) and \( J \in \mathbb{R}^{t \times t} \), then (3.51) shows that \( J^{-1} > 0 \), whence \( J > 0 \), establishing ii). This concludes the necessity part of the proof.

Sufficiency. Since i) is true, Lemma 3.13 establishes (3.42). Since \( W \) has linearly independent columns, premultiplying (3.42) by \( W^T \) and postmultiplying by \( W \) yields

\[
S^T(D^T L^{-1} D)^{-1}S > J, \tag{3.52}
\]

where we have used the definitions of \( S \) and \( J \). Since \( J > 0 \) by ii), it follows from (3.52) that \( S \in \mathbb{R}^{t \times t} \) is nonsingular.

Next, consider the feedback \( u = -WS^{-1}D^T x \). This feedback quadratically stabilises with respect to the given CLF \( V(x) = x^T P x \). To see this, consider, for all \( u \in \text{Im}(W) \), the hyperplanes

\[
P(u) = \{ x \in \mathbb{R}^n : u = -WS^{-1}D^T x \} = \{ x \in \mathbb{R}^n : \bar{u} = -S^{-1}D^T x \} = \bigcup_{a \in \{u\}} \{ x \in \mathbb{R}^n : -S^{-1}D^T x = a \}, \tag{3.53}
\]

where \( \bar{u} \in \mathbb{R}^t \) is a point that satisfies \( u = W \bar{u} \). Note that, for each \( u \in \text{Im}(W) \), the point \( \bar{u} \) that satisfies \( u = W \bar{u} \) is unique because \( W \) has linearly independent columns. In particular, \( u = 0 \) if and only if \( \bar{u} = 0 \). Let \( \tilde{D} \triangleq -DS^{-T} \) and note that \( \tilde{D}^T L^{-1} \tilde{D} > 0 \) since \( D^T L^{-1} D > 0 \) and \( S \) is nonsingular.

Then, using (3.53), Theorem 3.12 part 1) shows that \( (0, P(0)) \) is QS. Moreover, we have

\[
\tilde{D}^T L^{-1} M u = \tilde{D}^T L^{-1} M W \bar{u} = -S^{-1} S \bar{u} = -\bar{u}, \quad \text{and} \quad -u^T H u = -\bar{u}^T W^T H W \bar{u} = \bar{u}^T J \bar{u} \tag{3.54}
\]

where we have used the definitions of \( S, \tilde{D} \) and \( J \). Using (3.53)-(3.55) and the assumption that \( J > 0 \), Theorem 3.12 part 2) then shows that the pairs \((u, P(u))\) are QS, for all nonzero \( u \in \text{Im}(W) \). By Definition 3.6, we have \( \Delta V(x, u) < 0 \) for all \( x \in P(u) \setminus \{0\} \), for all \( u \in \text{Im}(W) \). Equivalently, \( \Delta V(x, -WS^{-1}D^T x) < 0 \), for all \( x \in \mathbb{R}^n \setminus \{0\} \). Hence, the feedback \( u = -WS^{-1}D^T x \) is quadratically stabilising with respect to the given CLF \( V(x) = x^T P x \) and has rank \( \ell \), since both \( W \) and \( D \) have linearly independent columns. Then, Lemma 3.1 shows that a QS quantiser of the form \( q(x) = WS^{-1}q(D^T x) \) exists, where \( q : \mathbb{R}^t \to \mathbb{R}^t \). The result then follows by defining \( \tilde{q} : \mathbb{R}^t \to \mathbb{R}^t \) by \( \tilde{q}(a) = S^{-1}q(a) \).

\[\square\]

**Remark 3.15** Note that the necessary and sufficient conditions of Theorem 3.14 have been derived without imposing the form (3.6) on the matrix \( D \). Therefore, if we intend to minimise quantisation density, we may have to consider matrices \( D \) that, in addition to satisfying the conditions of Theorem 3.14, also satisfy (3.6).
Remark 3.16 By the first part of the sufficiency proof of Theorem 3.14, note that conditions i)–ii) of this theorem imply that the matrix $S = D^T L^{-1} MW$ is nonsingular.

Theorem 3.17 (Necessary and Sufficient Conditions on $q$) Let $W \in \mathbb{R}^{m \times \ell}$ and $D \in \mathbb{R}^{n \times \ell}$ have linearly independent columns, where $\ell$ is the number of positive eigenvalues of the matrix $L$ defined in (3.8). Suppose that conditions i)–ii) of Theorem 3.14 are satisfied. Let $\tilde{q} : \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{\ell}$ be a quantiser with quantisation regions denoted by $A_i$ and corresponding values $\tilde{u}_i$, for all $i \in \mathbb{Z}$. Then, the quantiser $q : \mathbb{R}^n \rightarrow \mathbb{R}^m$ satisfying

$$q(x) = W\tilde{q}(D^Tx), \quad \text{for all } x \in \mathbb{R}^n,$$

is QS if and only if

i) $\tilde{u}_j = 0$ and $A_j = \{0\}$ for some $j \in \mathbb{Z}$, and

ii) $\tilde{u}_i \neq 0$ and

$$(a + S\tilde{u}_i)^T(D^T L^{-1} D)^{-1}(a + S\tilde{u}_i) < \tilde{u}_i^T J\tilde{u}_i,$$

for all $a \in A_i$, for all $i \in \mathbb{Z}$, $i \neq j$.

Proof. Note that, by (3.56), $\tilde{u} \in \mathbb{R}^{\ell}$ is a value of $\tilde{q}$ if and only if $W\tilde{u} \in \mathbb{R}^m$ is a value of $q$. Also, $A$ is a quantisation region of $\tilde{q}$ if and only if $\bigcup_{a \in A} \{x \in \mathbb{R}^n : D^Tx = a\}$ is a quantisation region of $q$. Then, let $R_i$ and $u_i$ be the quantisation regions and values of $q$ that are in correspondence with $A_i$ and $\tilde{u}_i$, for all $i \in \mathbb{Z}$. By Lemma 3.7, $q$ is QS if and only if $(u_i, R_i)$ are QS, for all $i \in \mathbb{Z}$.

Necessity. Since $q$ is QS, then $q(0) = 0$ and hence $u_j = 0$ is a quantisation value of $q$, for some $j \in \mathbb{Z}$. Then, $W\tilde{u}_j = u_j = 0$, whence $\tilde{u}_j = 0$ since $W$ has linearly independent columns. From Theorem 3.12 and since $(0, R_j)$ is QS, we have $A_j = \{0\}$, proving i). For any integer $i \neq j$, we have $u_i \neq 0$, whence $\tilde{u}_i \neq 0$. Then, Theorem 3.12 part 2) and the fact that $u_i = W\tilde{u}_i$ establish (3.57), for all $a \in A_i$, proving ii).

Sufficiency. Using i), ii) and the fact that $u_i = W\tilde{u}_i$ for all $i \in \mathbb{Z}$ in Theorem 3.12 shows that $(u_i, R_i)$ is QS, for all $i \in \mathbb{Z}$. Then, Lemma 3.7 shows that $q$ is QS.

Remark 3.18 For a fixed nonzero $\tilde{u} \in \mathbb{R}^{\ell}$, and since $D^T L^{-1} D > 0$ and $J > 0$, all $a \in \mathbb{R}^{\ell}$ that satisfy (3.57) are contained in an ellipsoid centred at $-S\tilde{u}_i$ and whose size depends on $\tilde{u}_i^T J\tilde{u}_i$. Moreover, since $S^T(D^T L^{-1} D)^{-1} S > J$, then none of these ellipsoids contain the point $a = 0$.

Theorems 3.14 and 3.17 give necessary and sufficient conditions for the quantised feedback scheme of Figure 3.1 to be quadratically stable with respect to the CLF $V$ defined in (3.2). Theorem 3.14 gives the necessary and sufficient conditions on the matrices $W$ and $D$, and Theorem 3.17 the conditions on $\tilde{q}$. Theorem 3.17 states that, provided $W$ and $D$ satisfy the necessary and sufficient conditions given by
Theorem 3.14, each quantisation region of $\hat{q}$ has to be contained in an ellipsoid (see Remark 3.18). This provides a novel geometric characterisation of the quantised feedback laws $u = W\hat{q}(D^Tx)$, where $\hat{q}$ has the lowest possible dimension, that quadratically stabilise system (3.1) with respect to a given quadratic CLF.

The results derived can be used both for testing whether a given quantised feedback of the form considered stabilises quadratically with respect to a given CLF and for designing a quadratically stabilising quantised feedback. Note that the conditions derived are valid irrespective of the structure of the reduced-dimension quantiser $q$, that is, $q$ can result from the independent quantisation of the $\ell$ components of $D^Tx$ or can be an intrinsically multivariable quantiser.

### 3.5 Stabilising Finite-density Multivariable Quantiser Design

In this section, we combine the geometric approach of the first part of this chapter and the results of Chapter 2 to design finite-density multivariable QS quantisers.

Specifically, we will design a quantiser $q : \mathbb{R}^n \to \mathbb{R}^m$ that satisfies $q(x) = W\hat{q}(D^Tx)$ for all $x \in \mathbb{R}^n$, where $W \in \mathbb{R}^{m \times \ell}$, $D \in \mathbb{R}^{n \times \ell}$, $\hat{q} : \mathbb{R}^\ell \to \mathbb{R}^m$ is a quantiser and $\ell$ is the number of positive eigenvalues of $L$. The quantiser $q$ will be QS (with respect to the given CLF $V$) and will have finite quantisation density.

In §3.5.1, we present the specific quantiser $\hat{q}$ involved in the design of $q$. In §3.5.2, we give sufficient conditions for $q$ to be QS, and compute its density. We shall henceforth refer to $\hat{q}$ as the “reduced-dimension quantiser”.

#### 3.5.1 Reduced-dimension Quantiser

We next explain the construction of a specific quantiser $\hat{q} : \mathbb{R}^p \to \mathbb{R}^p$, where $p$ is arbitrary. Since this construction is somewhat involved, we begin by illustrating the construction when $p = 2$ in Figure 3.2. The quantisation regions of $\hat{q}$ have square form when $p = 2$ (cubic when $p = 3$, hypercubic when $p > 3$). The centre of each square (cube, hypercube) is its corresponding quantisation value. The construction of the quantiser $\hat{q}$ involves a parameter, $c$, which is an odd integer that satisfies $c \geq 3$.

The quantiser $\hat{q}$ can be constructed for any such value of $c$ ($c = 5$ in Figure 3.2). The quantiser $\hat{q}$ also involves the functions $I : \mathbb{R} \to \frac{2}{c-1} \mathbb{Z}$ and $j : \mathbb{R}_+ \to \mathbb{Z}$, defined by

\begin{align*}
I(b) &= \frac{2}{c-1} \left\lfloor \frac{c-1}{2} |b| - \frac{1}{2} \right\rfloor \text{sgn}(b), \\
J(b) &= \left\lfloor \frac{\ln \frac{c}{(c-1)b}}{\ln \frac{1}{\rho}} \right\rfloor,
\end{align*}

\begin{align*}
(3.58)
(3.59)
\end{align*}
Figure 3.2: Reduced-dimension quantiser $\hat{q}: \mathbb{R}^2 \rightarrow \mathbb{R}^2$. Each solid-line square is a quantisation region of $\hat{q}$. The centre of each square (represented by a circle) is the corresponding quantisation value.

where $\lfloor b \rfloor$ denotes the least integer not less than $b$, $\lceil b \rceil$ denotes the greatest integer not greater than $b$ and

$$\rho \triangleq \frac{c - 2}{c}. \quad (3.60)$$

For a vector $a \in \mathbb{R}^p$, we denote, with a slight abuse of notation, by $\mathcal{I}(a)$ the vector $[\mathcal{I}(a_1) \cdots \mathcal{I}(a_p)]^T$.

The reduced dimension quantiser $\hat{q}: \mathbb{R}^p \rightarrow \mathbb{R}^p$ is then constructed as follows:

$$\hat{q}(a) = \begin{cases} 
0 & \text{if } a = 0, \\
\rho^j(\|a\|_\infty) \mathcal{I} \left( a \rho^{-j(\|a\|_\infty)} \right) & \text{if } a \neq 0. 
\end{cases} \quad (3.61)$$

This quantiser has the form depicted in Figure 3.2 when $p = 2$ and $c = 5$. To gain additional insight into the quantiser $\hat{q}$ defined by (3.61), we next derive several results that will later allow us to give a simple interpretation of $\hat{q}$.

Figure 3.3 depicts the function $\mathcal{I}: \mathbb{R} \rightarrow \frac{2}{c-1} \mathbb{Z}$. Note that $\mathcal{I}$ is a uniform scalar quantiser and satisfies

$$\mathcal{I}(b) = -\mathcal{I}(-b), \text{ for all } b \in \mathbb{R}.$$
The following lemma derives properties of \( I \) and \( j \).

**Lemma 3.19** Let \( C \geq 3 \) be an odd integer, let \( b \in \mathbb{R}_+ \) and \( a \in \mathbb{R}^p \), consider \( \rho \) as defined in (3.60) and the functions \( I \) and \( j \) defined in (3.58) and (3.59), respectively. Then,

i) \( j(b) = 0 \iff I(b) = 1 \iff \frac{C - 2}{C - 1} < b \leq \frac{C}{C - 1} \).

ii) \( j(\rho^k b) = j(b) + k \), for all \( k \in \mathbb{Z} \).

iii) \( \|I(a)\|_\infty = I(\|a\|_\infty) \).

iv) If \( a \neq 0 \), then \( \|I(\rho^{-j(\|a\|_\infty)})\|_\infty = 1 \).

**Proof.** i) From (3.59) and (3.60), we have

\[
j(b) = 0 \iff 0 \leq \ln \frac{\frac{C}{C - 2}}{\frac{C - 1}{b}} < 1.
\]

Since \( C \geq 3 \), then \( \ln \frac{C}{C - 2} > 0 \) and it follows that

\[
j(b) = 0 \iff 0 \leq \ln \frac{\frac{C}{C - 1}b}{\frac{C}{C - 2}} < \ln \frac{C}{C - 2},
\]

whence

\[
j(b) = 0 \iff 1 \leq \frac{\frac{C}{C - 1}b}{\frac{C}{C - 2}} < \frac{C}{C - 2}.
\]

Hence,

\[
j(b) = 0 \iff \frac{C - 2}{C - 1} < b \leq \frac{C}{C - 1}.
\]

From (3.58), note that

\[
I(b) = \frac{C - 1}{C - 1} = 1 \iff \frac{C - 2}{C - 1} < b \leq \frac{C}{C - 1}.
\]

We have thus established i).

ii) Note that

\[
\ln \frac{\frac{C}{(C - 1)\rho^k b}}{\frac{1}{\rho}} = \ln \frac{\frac{C}{(C - 1)b}}{\frac{1}{\rho}} + k \ln \frac{1}{\rho}.
\]

Then, using (3.59), we have, for \( k \in \mathbb{Z} \),

\[
j(\rho^k b) = \left\lfloor \ln \frac{\frac{C}{(C - 1)\rho^k b}}{\frac{1}{\rho}} \right\rfloor = \left\lfloor \ln \frac{\frac{C}{(C - 1)b}}{\frac{1}{\rho}} + k \right\rfloor = \left\lfloor \ln \frac{\frac{C}{(C - 1)b}}{\frac{1}{\rho}} \right\rfloor + k = j(b) + k,
\]

which establishes ii).

iii) By definition of infinity norm and since \( I(a) = [I(a_1) \cdots I(a_p)]^T \), we have

\[
\|I(a)\|_\infty = \max_i |I(a_i)|.
\]

(3.62)
Using (3.60) and operating on (3.66), we obtain

\[ \max_i |I(a_i)| = \max_i |I(|a_i|)|. \]  

(3.63)

Since \( I : \mathbb{R} \to \mathbb{R} \) is nondecreasing, it follows that

\[ \max_i I(|a_i|) = I(\max_i |a_i|) = I(\|a\|_\infty). \]  

(3.64)

Then iii) follows by combining (3.62)–(3.64).

iv) From (3.59)–(3.60), we have

\[ \ln \left( \frac{C}{(C - 1) \|a\|_\infty} \right) - 1 < j(\|a\|_\infty) \leq \ln \left( \frac{C}{(C - 1) \|a\|_\infty} \right), \]  

(3.65)

whence, since \( C > C - 2 > 0, \)

\[ \ln \left( \frac{C - 2}{(C - 1) \|a\|_\infty} \right) < j(\|a\|_\infty) \ln \left( \frac{C}{C - 2} \right) \leq \ln \left( \frac{C}{(C - 1) \|a\|_\infty} \right). \]  

(3.66)

Using (3.60) and operating on (3.66), we obtain

\[ \frac{C - 2}{C - 1} < \|a\|_\infty \rho^{-j(\|a\|_\infty)} \leq \frac{C}{C - 1}. \]  

(3.67)

From i) and (3.67), we have

\[ I \left( \|a\|_\infty \rho^{-j(\|a\|_\infty)} \right) = 1. \]

From iii) and the equation above, then

\[ \|I \left( a \rho^{-j(\|a\|_\infty)} \right) \|_\infty = I \left( \|a\|_\infty \rho^{-j(\|a\|_\infty)} \right) = 1, \]  

(3.68)

establishing iv) and concluding the proof.

Taking advantage of Lemma 3.19, we next give a useful interpretation of \( \hat{q} \) by analysing its quantisation regions and corresponding values. Recall (3.58)–(3.61) and consider an arbitrary nonzero \( a \in \mathbb{R}^p \).

Then, \( \|a\|_\infty \geq 0 \) and thus note that \( j(\|a\|_\infty) \) is well defined. We first consider the case when \( a \) satisfies \( j(\|a\|_\infty) = 0 \). Lemma 3.19 i) shows that \( j(\|a\|_\infty) = 0 \) if and only if \( \frac{C - 2}{C - 1} < \|a\|_\infty \leq \frac{C}{C - 1} \). The set of all \( a \in \mathbb{R}^p \) that satisfy \( j(\|a\|_\infty) = 0 \) is thus a region contained between the two (hyper)cubical surfaces in \( \mathbb{R}^p \) of equations \( \|a\|_\infty = \frac{C - 2}{C - 1} \) and \( \|a\|_\infty = \frac{C}{C - 1} \). Recalling (3.60), note that \( \frac{C - 2}{C - 1} = \rho \frac{C}{C - 1} \).

By (3.61b), if \( j(\|a\|_\infty) = 0 \) then \( \hat{q}(a) = I(a) \). Then, Lemma 3.19 iv) shows that \( \|I(a)\|_\infty = 1 \) and hence \( \|\hat{q}(a)\|_\infty = 1. \) Therefore, if \( j(\|a\|_\infty) = 0 \) then \( \hat{q}(a) \) is located on the unit (hyper)cube. Note that, since \( \|a\|_\infty \leq \frac{C}{C - 1} \), then \( |a_i| \leq \frac{C - 1}{C - 1} \) for \( i = 1, \ldots, p \). From (3.58) and Figure 3.3, then \( I(a_i) \) can only take one of \( C \) different values, namely 0, \( \pm \frac{2}{C - 1}, \ldots, \pm \frac{C - 1}{C - 1} \) (recall that \( C \) is an odd integer). In addition,
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\(|I(a_i)| = I(|a_i|) = 1\) for at least one value of \(i\) in \(\{1, \ldots, p\}\), because \(\|I(a)\|_\infty = I(\|a\|_\infty) = 1\). Note then that the number of different values \(I(a)\) is finite whenever \(j(\|a\|_\infty) = 0\). Figure 3.4 a) shows the region \(j(\|a\|_\infty) = 0\), for \(p = 2\). Figure 3.4 b) shows the quantisation regions and values of \(\hat{q}\), whenever \(a\) is such that \(j(\|a\|_\infty) = 0\) and for \(C = 5\). Note that, if \(I(a_1) = 1\) and \(j(\|a\|_\infty) = 0\), then \(I(a_2)\) only takes one of \(C = 5\) different values [see the shaded set in Figure 3.4 b)].
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Figure 3.4: a) The set \(\{a \in \mathbb{R}^2 : j(\|a\|_\infty) = 0\}\). b) Values (circles) and regions (solid-line squares) of \(\hat{q}\) for \(a : j(\|a\|_\infty) = 0\), the unit (hyper)cube (dashed line) and the set \(\{a \in \mathbb{R}^2 : I(a_1) = 1, j(\|a\|_\infty) = 0\}\) (shaded).

We next analyse the quantisation regions and corresponding values of \(\hat{q}\) when \(a \in \mathbb{R}^p\) is nonzero but otherwise arbitrary, that is, when it does not necessarily satisfy \(j(\|a\|_\infty) = 0\). By Lemma 3.19 iv) and iii), we have

\[
\|I(a \rho^{-j(\|a\|_\infty)})\|_\infty = 1 = I(\|a\|_\infty \rho^{-j(\|a\|_\infty)}),
\]

and by i), then \(j(\|a\|_\infty \rho^{-j(\|a\|_\infty)}) = 0\). Therefore, multiplying an arbitrary nonzero \(a \in \mathbb{R}^p\) by \(\rho^{-j(\|a\|_\infty)}\) yields a point \(\tilde{a} = a \rho^{-j(\|a\|_\infty)}\) satisfying \(j(\|\tilde{a}\|_\infty) = 0\). Hence, \(\tilde{a}\) lies in the set depicted in Figure 3.4 a) and we have already analysed the possible values \(I(\tilde{a})\). To produce \(\hat{q}(a)\), recall from (3.61b) that \(I(\tilde{a})\) is multiplied by \(\rho^{j(\|a\|_\infty)}\), where, by (3.59), \(j\) takes only integer values. Figure 3.5 depicts the functions \(j(b)\) and \(\rho^{j(b)}\) for \(C = 5\). Figure 3.6 a) shows the regions corresponding to \(j(\|a\|_\infty) = 0\) (where \(\hat{q}(a) = I(a)\)), \(j(\|a\|_\infty) = 1\) (where \(\hat{q}(a) = \rho I(a \rho^{-1})\)) and \(j(\|a\|_\infty) = 2\) (where \(\hat{q}(a) = \rho^2 I(a \rho^{-2})\)). Finally, Figure 3.6 b) depicts the quantisation regions and values of \(\hat{q}\). The quantisation regions are depicted by the solid-line squares and their corresponding values are the centres of the squares, shown as circles. This figure coincides with Figure 3.2, as expected.

We have now gained some insight into the quantiser \(\hat{q}\) defined in (3.61). Before proceeding with the design of a QS quantiser for system (3.1), we require two additional results.

**Lemma 3.20** Let \(C \geq 3\) be an odd integer and let \(U(\hat{q})\) be the range of the quantiser \(\hat{q} : \mathbb{R}^p \to \mathbb{R}^p\).
defined in (3.61). Then,
\[ U(\tilde{q}) = \bigcup_{i=1}^{c^p-(c-2)^p} \{ \rho^k \tilde{u}_i : k \in \mathbb{Z} \} \cup \{0\}, \quad (3.69) \]
where \( \rho \) was defined in (3.60) and \( \tilde{u}_i \neq 0 \), for \( i = 1, \ldots, c^p-(c-2)^p \).

**Proof.** From (3.61), we have
\[ U(\tilde{q}) = \left\{ \rho^j(\|a\|) \mathcal{I} \left( a \rho^{-j(\|a\|)} \right) : a \in \mathbb{R}^p \setminus \{0\} \right\} \cup \{0\}. \quad (3.70) \]
Fix a nonzero \( \tilde{a} \in \mathbb{R}^p \). Note that \( \|\rho^k \tilde{a}\|_\infty = \rho^k \|\tilde{a}\|_\infty \). By Lemma 3.19 ii), then \( j(\|\rho^k \tilde{a}\|_\infty) = j(\|\tilde{a}\|_\infty) + k \). Note then that \( \rho^k \tilde{a} \rho^{-j(\|\tilde{a}\|_\infty)} = \tilde{a} \rho^{-j(\|\tilde{a}\|_\infty)} \) and \( \rho^j(\|\rho^k \tilde{a}\|_\infty) = \rho^j(\|\rho^k \tilde{a}\|_\infty) \), for all \( k \in \mathbb{Z} \). Therefore, we can rewrite (3.70) as
\[ U(\tilde{q}) = \left\{ \rho^k \mathcal{I} \left( a \rho^{-j(\|a\|)} \right) : k \in \mathbb{Z}, a \in \mathbb{R}^p \setminus \{0\} \right\} \cup \{0\}. \]
From Lemma 3.19 iv), we know that \( \|\mathcal{I}(a \rho^{-j(\|a\|)})\|_\infty = 1 \), for all nonzero \( a \in \mathbb{R}^p \). In addition, given any \( c \in \mathbb{R}^p \) such that \( \|\mathcal{I}(c)\|_\infty = 1 \), then \( c \neq 0 \) and there exists \( a \in \mathbb{R}^p \setminus \{0\} \) such that
Indeed, using Lemma 3.19 iii), we have \( \| I(c) \|_\infty = I(\| c \|_\infty) = 1 \) and by Lemma 3.19 i), it follows that \( j(\| c \|_\infty) = 0 \). Therefore, \( c p^{-j(\| c \|_\infty)} = c \), showing that we may take \( a = c \). Hence, it follows that

\[
U(\hat{q}) = \{ p^k I(a) : k \in \mathbb{Z}, a \in \mathbb{R}^p, \| I(a) \|_\infty = 1 \} \cup \{ 0 \}.
\]  

Define the sets

\[
C_\infty \equiv \{ I(a) : a \in \mathbb{R}^p, \| I(a) \|_\infty = 1 \},
\]

\[
C_\leq \equiv \{ I(a) : a \in \mathbb{R}^p, \| I(a) \|_\infty \leq 1 \},
\]

\[
C_\leq' \equiv \{ I(a) : a \in \mathbb{R}^p, \| I(a) \|_\infty < 1 \}.
\]

Consider \( C_\leq \) in (3.73). Note that \( \| I(a) \|_\infty \leq 1 \) if and only if \( |I(a)| \leq 1 \), for all \( i = 1, \ldots, p \). Then,

\[
C_\leq = \{ I(a) : a \in \mathbb{R}^p, |I(a)| \leq 1 \} \text{ for all } i = 1, \ldots, p.
\]

Define

\[
E_\leq \equiv \{ I(b) : b \in \mathbb{R}, |I(b)| \leq 1 \}.
\]

From (3.58), we have \( \# E_\leq = c \) (see also Figure 3.3). Note then that \( \# C_\leq = (\# E_\leq)p = c^p \). Also, define

\[
E_\leq' \equiv \{ I(b) : b \in \mathbb{R}, |I(b)| < 1 \},
\]

and note from (3.58) that \( \# E_\leq' = c - 2 \). Moreover, from (3.74) and using the same reasoning as for \( C_\leq \), it follows that \( \# C_\leq' = (\# E_\leq')p = (c - 2)p \). From (3.72)–(3.74), note that \( C_\infty = C_\leq \setminus C_\leq' \) and \( C_\leq \subset C_\leq' \). Therefore, \( \# C_\infty = \# C_\leq - \# C_\leq' = c^p - (c - 2)p \) and using (3.71) we can write

\[
U(\hat{q}) = \bigcup_{i=1}^{c^p-(c-2)p} \{ p^k \tilde{u}_i : k \in \mathbb{Z} \} \cup \{ 0 \},
\]

where \( \tilde{u}_i \), for \( i = 1, \ldots, c^p - (c - 2)p \), are the elements of \( C_\infty \). Note from (3.72) that \( \tilde{u}_i \neq 0 \), for \( i = 1, \ldots, c^p - (c - 2)p \). To prove that the sets in (3.75) are disjoint, suppose that \( p^k \tilde{u}_i = p^{k'} \tilde{u}_{i'} \), where \( \tilde{u}_i \) and \( \tilde{u}_{i'} \) are two elements of \( C_\infty \). Then, \( \tilde{u}_i = p^{k'-k} \tilde{u}_{i'} \) and \( \| \tilde{u}_i \|_\infty = p^{k'-k} \| \tilde{u}_{i'} \|_\infty \). Note that the \( \tilde{u}_i \), which are the elements of \( C_\infty \), all satisfy \( \| \tilde{u}_i \|_\infty = 1 \). Hence, \( p^{k'-k} = 1 \), whence \( k' = k \) and then \( \tilde{u}_i = \tilde{u}_{i'} \). Therefore, \( p^k \tilde{u}_i = p^{k'} \tilde{u}_{i'} \) only if \( \tilde{u}_i = \tilde{u}_{i'} \), showing that the sets in (3.75) are disjoint, and establishing (3.69).

Lemma 3.20 shows that the range of \( \hat{q} \) is a finite disjoint union of radially logarithmically spaced values.

**Lemma 3.21** Let \( c > 2 \) and consider the quantiser \( \hat{q} \) defined above in (3.61). Then,

\[
\| a - \hat{q}(a) \|_\infty \leq \frac{p^j(\| a \|_\infty)}{c - 1},
\]

for all nonzero \( a \in \mathbb{R}^p \).
Proof. From (3.58), note that for all \( b \in \mathbb{R} \),

\[
|b - \mathcal{I}(b)| \leq \frac{1}{C - 1}.
\]

From (3.61), we have

\[
\begin{align*}
\|a - \hat{q}(a)\|_\infty &= \left\|\rho^{j(\|a\|_\infty)}a \rho^{-j(\|a\|_\infty)} \mathcal{I} \left(a \rho^{-j(\|a\|_\infty)}\right)\right\|_\infty \\
&= \rho^{j(\|a\|_\infty)} \left\|\rho^{-j(\|a\|_\infty)} \mathcal{I} \left(a \rho^{-j(\|a\|_\infty)}\right)\right\|_\infty \\
&\leq \frac{L^{j(\|a\|_\infty)}}{C - 1},
\end{align*}
\]

where the last line above follows from (3.77). \( \square \)

### 3.5.2 QS Quantiser with Finite Density

We next show how to design a QS quantiser with finite density employing the quantiser \( \hat{q} \) constructed in §3.5.1.

**Theorem 3.22** Let \( D \in \mathbb{R}^{n \times \ell} \) have linearly independent columns and satisfy \( D^T L^{-1} D = I_\ell \), where \( L \) was defined in (3.8) and \( \ell \) is the number of positive eigenvalues of \( L \). Let \( W \in \mathbb{R}^{m \times \ell} \) be such that \( S, D^T L^{-1} MW = -I_\ell \), with \( M \) as defined in (3.8), and such that \( J, W^T H W > 0 \), where \( H \) was defined in (3.31). Let \( \lambda \) denote the smallest eigenvalue of the matrix \( J \), and let \( C \) be an odd integer satisfying \( C \geq 3 \) and

\[
c > 1 + \sqrt{\ell/\lambda}.
\]

Then, the quantiser \( q \) defined by

\[
q(x) = W \hat{q} \left(D^T x\right),
\]

with \( \hat{q} : \mathbb{R}^\ell \rightarrow \mathbb{R}^\ell \) as defined in (3.61) and (3.58)-(3.60) in §3.5.1 setting \( p = \ell \), is QS and has a quantisation density given by

\[
\eta(q) = \frac{C^\ell - (C - 2)^\ell}{\ln C - \ln(C - 2)}.
\]

**Proof.** We begin by proving that \( q \) is QS. Note that conditions i)—ii) of Theorem 3.14 are satisfied.

Let \( \mathcal{R}_0 \) denote the quantisation region of \( q \) that contains the origin. From (3.79) and (3.61a), we have \( q(0) = 0 \) and hence the value of \( q \) corresponding to \( \mathcal{R}_0 \) is \( u = 0 \). Note that since \( S \) is invertible, then the matrix \( W \in \mathbb{R}^{m \times \ell} \) has full column rank. From (3.79), then \( q(x) = 0 \) if and only if \( \hat{q}(D^T x) = 0 \) which by (3.61) happens if and only if \( D^T x = 0 \). Consequently, condition i) of Theorem 3.17 is satisfied. In addition, note that \( A_0 = \{0\} \) is a quantisation region of \( \hat{q} \) with corresponding value \( \hat{u}_0 = 0 \).

Let \( A_i \) and \( \hat{u}_i \), for all \( i \in \mathbb{Z} \setminus \{0\} \), denote the remaining quantisation regions and corresponding values of \( \hat{q} \). For all \( a \in A_i \), we have, since \( D^T L^{-1} D = I_\ell \) and \( S = -I_\ell \),

\[
(a + S \hat{u}_i)^T (D^T L^{-1} D)^{-1} (a + S \hat{u}_i) = (a - \hat{u}_i)^T (a - \hat{u}_i) = \|a - \hat{q}(a)\|_2^2,
\]

(3.81)
for all $i \in \mathbb{Z} \setminus \{0\}$. In addition, using an inequality relating the two-norm and the infinity-norm, and applying Lemma 3.21, yields
\[
\|a - \tilde{q}(a)\|_2^2 \leq \ell \|a - \tilde{q}(a)\|_\infty^2 \leq \frac{\ell}{(C - 1)2} \rho^2(\|a\|_\infty).
\] (3.82)

From (3.78), it follows that $(C - 1)^2 > \ell / \lambda$. Hence, from (3.82), we have
\[
\|a - \tilde{q}(a)\|_2^2 < \lambda \rho^2(\|a\|_\infty).
\] (3.83)

Also, since $\lambda$ is the smallest eigenvalue of $J > 0$, then $\bar{u}_i^T J \bar{u}_i \geq \lambda \|\bar{u}_i\|_2^2$. Using $\bar{u}_i = \tilde{q}(a)$ for all $a \in \mathcal{A}_i$, where $\tilde{q}(a)$ is given by (3.61b), then
\[
\bar{u}_i^T J \bar{u}_i \geq \lambda \rho^2(\|a\|_\infty) \| J \left( a \rho^{-j(\|a\|_\infty)} \right) \|_2^2 \geq \lambda \rho^2(\|a\|_\infty) \| J \left( a \rho^{-j(\|a\|_\infty)} \right) \|_\infty^2.
\] (3.84)

Using Lemma 3.19 iv) in (3.84), we obtain
\[
\bar{u}_i^T J \bar{u}_i \geq \lambda \rho^2(\|a\|_\infty).
\] (3.85)

Combining (3.81), (3.83) and (3.85), yields
\[
(a + S \bar{u}_i)^T (D^T L^{-1} D)^{-1} (a + S \bar{u}_i) < \bar{u}_i^T J \bar{u}_i,
\] (3.86)

for all $a \in \mathcal{A}_i$, for all $i \in \mathbb{Z} \setminus \{0\}$. Therefore, Theorem 3.17 shows that $\tilde{q}$ is QS.

We next establish (3.80). Let $\tilde{q} : \mathbb{R}^n \rightarrow \mathbb{R}^\ell$ be the quantiser defined by $\tilde{q}(x) = \hat{q}(D^T x)$. Since $D$ has linearly independent columns, then $\mathcal{U} (\hat{q}) \triangleq \{ \hat{q}(x) : x \in \mathbb{R}^n \}$ and $\mathcal{U} (\tilde{q}) \triangleq \{ \tilde{q}(a) : a \in \mathbb{R}^\ell \}$ are equal. Therefore, $\eta(\tilde{q}) = \eta(\hat{q})$ because quantisation density depends only on the range of a quantiser [recall (2.12)–(2.14) in Chapter 2]. From (3.79) and since $W$ has linearly independent columns, then Lemma 2.15 establishes that $\eta(q) = \eta(\hat{q})$. Then, using Lemma 3.20 and Theorem 2.12, yields
\[
\eta(\tilde{q}) = \frac{c^\ell - (C - 2)^\ell}{\ln \rho}.
\]

Eq. (3.80) then follows by substituting (3.60) into the equation above. \hfill \Box

Remark 3.23 The conditions imposed by Theorem 3.22 on the matrices $W$ and $D$, in addition to conditions i)—ii) of Theorem 3.14, incur no loss of generality. Indeed, suppose that we would like to design a quantiser $\tilde{q}(x) = \hat{W} \tilde{q}(\hat{D}^T x)$, where $\hat{W}$ and $\hat{D}$ satisfy conditions i)—ii) of Theorem 3.14 but are otherwise arbitrary. Theorem 3.22 can then be employed to design a quantiser $\tilde{q}(x) = \hat{W} \tilde{q}(\hat{D}^T x)$ by using $D = \hat{D} (\hat{D}^T L^{-1} \hat{D})^{-1/2}$ and $W = -\hat{W} \tilde{S}^{-1} (\hat{D}^T L^{-1} \hat{D})^{1/2}$, where $\tilde{S} \triangleq \hat{D}^T L^{-1} M \hat{W}$. Note then that $D^T L^{-1} D = I_\ell$ and $D^T L^{-1} M W = -I_\ell$, and Theorem 3.22 yields a finite-density QS quantiser $q(x) = W \tilde{q} (D^T x) = \hat{W} \tilde{q} (\hat{D}^T x)$, where $\tilde{q}(a) = -\tilde{S}^{-1} (\hat{D}^T L^{-1} \hat{D})^{1/2} \tilde{q}((\hat{D}^T L^{-1} \hat{D})^{-1/2} a)$. 


Theorem 3.22 provides a means to design finite-density quantisers that quadratically stabilise a system with respect to the given CLF. Moreover, the densities of these quantisers are given explicitly by (3.80). Eq. (3.80) reveals that in order to minimise the density of a quantiser constructed according to Theorem 3.22 for a given CLF, the value of $C$ needs to be as low as possible. This follows since $\ell$ is constrained to be equal to the number of positive eigenvalues of $L = A^T P A - P$, which does not change if both the system and the CLF are fixed. On the other hand, the parameter $C$ needs to be high enough to satisfy both $C \geq 3$ and (3.78). Therefore, the best choice for $C$ in terms of quantisation density is the least odd integer that satisfies both $C \geq 3$ and (3.78). The constraint $C \geq 3$ is imposed by the geometry of the construction of §3.5.1. On the other hand, the constraint (3.78) is required to yield a QS quantiser. If $1 + \sqrt{\ell/\lambda} > 3$, then maximising $\lambda$ may allow the use of lower values of $C$. Recall that $\lambda$ is the smallest eigenvalue of $J = -W^T H W$ and hence different matrices $W$ may yield different values of $\lambda$. When $W$ and $D$ satisfy the conditions of Theorem 3.22, pre- and post-multiplying (3.42) in Lemma 3.13 by $W^T$ and $W$, respectively, yields $J < I$, whence $\lambda < 1$. Therefore, it follows that if $\ell \geq 4$, then $1 + \sqrt{\ell/\lambda} > 3$ and if $C$ satisfies (3.78) then $C$ will automatically satisfy $C \geq 3$. This implies that when the number $\ell$ of positive eigenvalues of $L$ is greater than 4, then constructing $\bar{q}$ according to §3.5.1 does not directly impose a lower limit on the achievable quantisation density.

We next summarise the steps involved in the suggested construction of a finite-density multivariable QS quantiser.

**Finite-density QS Quantiser Construction**

(a) Given the system and CLF matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ and $P \in \mathbb{R}^{n \times n}$ such that $A$ is unstable, $(A, B)$ is stabilisable and $P = P^T > 0$.

(b) Compute $L$ and $M$ from (3.8), and $Q$ from (3.10).

(c) Verify that $V(x) = x^T P x$ is a CLF by checking that $Q > 0$ (Lemma 2.4)$^2$.

(d) Verify that $L$ is nonsingular$^3$.

(e) Compute $\ell$, the number of positive eigenvalues of $L$.

(f) Compute $H$ from (3.31).

(g) Choose $\bar{D} \in \mathbb{R}^{n \times \ell}$ and $\bar{W} \in \mathbb{R}^{m \times \ell}$ satisfying $\bar{D}^T L^{-1} \bar{D} > 0$ and $\bar{W}^T H \bar{W} < 0$. These matrices can be computed, for example, by factoring the matrix $G$ in the proof of Theorem 3.2 as $G = \bar{W} \bar{D}^T$ (see also the example in §3.5.3 below).

---

$^2$If $Q \neq 0$ then choose another $P$ and start again.

$^3$If $L$ is singular, then our method is not applicable. Choosing a different $P$ may yield a nonsingular $L$. However, in some cases no choice of $P$ will cause $L$ to be nonsingular (for example, if $A = I$). This is a limitation of the proposed method.
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(h) Compute \( D = \bar{D}(\bar{D}^T L^{-1} \bar{D})^{-1/2} \) and \( W = -\bar{W} \bar{S}^{-1}(\bar{D}^T L^{-1} \bar{D})^{1/2} \), where \( \bar{S} = \bar{D}^T L^{-1} M \bar{W} \).

We now have \( D^T L^{-1} D = I_\ell \) and \( D^T L^{-1} MW = -I_\ell \) (recall Remark 3.23).

(i) Compute \( J = -W^T H \bar{W} \) and its smallest eigenvalue, \( \lambda \).

(j) Choose an odd integer \( c \geq 3 \) satisfying (3.78)

(k) Consider the quantiser \( \hat{q} : \mathbb{R}^\ell \rightarrow \mathbb{R}^c \) defined in (3.61) and (3.58)–(3.60) in § 3.5.1.

(l) The required finite-density QS quantiser \( q : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is defined by \( q(x) = W \hat{q}(D^T x) \). Its density is given by (3.80).

3.5.3 Example

Consider system (3.1) with matrices

\[
A = \begin{bmatrix} 2 & 1 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 & 0 \\ 0 & 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 2 & 1 \\ 0 & 0 & 0 & 0 & 3 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix},
\]

(3.87)

and the quadratic function \( V(x) = x^TPx \) with

\[
P = \begin{bmatrix} 16.6561 & -7.2172 & -15.3227 & -0.1282 & -0.08183 \\ -7.2172 & 4.4423 & 7.2172 & 0.04159 & 0.02651 \\ -15.3227 & 7.2172 & 16.6561 & 0.1282 & 0.08183 \\ -0.1282 & 0.04159 & 0.1282 & 21.5906 & 10.7047 \\ -0.08183 & 0.02651 & 0.08183 & 10.7047 & 6.6030 \end{bmatrix}.
\]

(3.88)

We would like to design a quantiser \( q : \mathbb{R}^5 \rightarrow \mathbb{R}^4 \) with finite density that renders \( V \) a Lyapunov function for the closed-loop system \( x(k+1) = Ax(k) + Bq(x(k)) \).

We hence follow steps (a)–(l) above. We readily check that the matrices \( A, B \) and \( P \) given above are such that \( A \) is unstable, \( (A, B) \) is stabilisable and \( P = P^T > 0 \) [step (a)]. We compute \( L = A^T P A - P \), \( M = A^T P B \) and \( Q = M(B^T P B)^{-1} M^T - L \) [step (b)]. We check that \( Q > 0 \) and hence we verify that the given \( V \) is a CLF [step (c)]. We next check that \( L \) is nonsingular [step (d)] and compute the number of positive eigenvalues of \( L \) [step (e)]. This yields \( \ell = 3 \), which is the dimension required for the reduced-dimension quantiser. We compute \( H = B^T P B - M^T L^{-1} M \) [step (f)].

The next step [step (g)] is to find matrices \( \bar{W} \in \mathbb{R}^{4 \times 3} \) and \( \bar{D} \in \mathbb{R}^{5 \times 3} \) satisfying \( \bar{D}^T L^{-1} \bar{D} > 0 \) and \( \bar{W}^T H \bar{W} < 0 \). We may find these matrices as follows. From Lemma 3.1, we know that if a

\[^4\text{In terms of quantisation density, the smaller } c \text{ is, the better (recall discussion on page 58).}\]
linear feedback $u = \tilde{W} \tilde{D}^T x$, with $\tilde{W}$ and $\tilde{D}$ having the required dimensions and linearly independent columns, quadratically stabilises the system with respect to $V$, then there exists a quantised feedback of the form $u = \tilde{W} \hat{q}(\tilde{D}^T x)$ that is QS with respect to $V$. It then follows by Theorem 3.14 that such $\tilde{W}$ and $\tilde{D}$ satisfy $\tilde{D}^T L^{-1} \tilde{D} > 0$ and $\tilde{W}^T \tilde{H} \tilde{W} < 0$. We then recall Remark 3.5 and calculate the matrix $G$ in the proof of Theorem 3.2. Since such $G$ has rank equal to the number of positive eigenvalues of $L$, we may factor $G = \tilde{W} \tilde{D}$, where $\tilde{W}$ and $\tilde{D}$ have the required dimensions and properties. We hence compute

$$K = (B^T P B)^{-1/2} M,$$

we find the singular value decomposition $KQ^{-1/2} = \Sigma_1 \Sigma_2$, and compute, from (3.12):

$$\tilde{W} = -(B^T P B)^{-1/2} \Sigma_1 \begin{bmatrix} \Sigma_{1:3} \\ 0_{1 \times 3} \end{bmatrix}, \quad \tilde{D}^T = \left[ I_3 \quad 0_{3 \times 1} \right] \Sigma_2^T Q^{1/2}. \quad (3.89)$$

This concludes step (g).

We proceed with step (h) and compute

$$D = \tilde{D}(\tilde{D}^T L^{-1} \tilde{D})^{-1/2} \quad \text{and} \quad W = -\tilde{W} \tilde{S}^{-1}(\tilde{D}^T L^{-1} \tilde{D})^{1/2}, \quad (3.90)$$

where $\tilde{S} \triangleq \tilde{D}^T L^{-1} M \tilde{W}$.

Computing $J = -W^T \tilde{H} W$ and calculating its smallest eigenvalue yields $\lambda \approx 0.01767$ [step (i)]. The least odd integer $c$ that satisfies $c \geq 3$ and (3.78), where $\ell = 3$, is $c = 15$ [step (j)]. We then implement the quantised feedback $u(k) = q(x(k)) = \tilde{W} \hat{q}(\tilde{D}^T x(k))$, with $\hat{q}$ as described in (3.61), and (3.58)–(3.60) in §3.5.1 [steps (k) and (l)]. The design of a finite-density QS quantiser for the given system is now complete.

We simulated the resulting closed-loop system from the arbitrary initial condition

$$x(0) = \begin{bmatrix} -0.3911 & 0.4368 & 0.0111 & -0.2887 & -0.0789 \end{bmatrix}^T.$$  

The simulation results are shown in Figures 3.7–3.9. Figures 3.7 and 3.8 show the evolution of the five components of the system state and of the three components of the output of the reduced-dimension quantiser, respectively. Figure 3.9 shows the evolution of $V(x) = x^T P x$. Note that $V(x(k))$ decreases as the time $k$ increases, verifying that the quantiser $q(x) = W \hat{q}(D^T x)$ is QS.

**Remark 3.24** At step (g), any matrices $\tilde{W} \in \mathbb{R}^{m \times \ell}$ and $\tilde{D} \in \mathbb{R}^{n \times \ell}$ satisfying $\tilde{D}^T L^{-1} \tilde{D} > 0$ and $\tilde{W}^T \tilde{H} \tilde{W} < 0$ can be chosen. Choosing these matrices by factoring the matrix $G$ in the proof of Theorem 3.2, as suggested, yields a matrix $D$ of the form (3.6) at step (h), as follows from (3.89) and (3.90). This choice is advantageous in relation to quantisation density (recall Theorem 2.17 in Chapter 2).
3.6 Chapter Summary

In this chapter, we have derived an explicit geometric characterisation of quadratically stabilising state feedback laws that are based on the use of multivariable quantisers of minimum dimension. This charac-
characterisation consists in a set of necessary and sufficient conditions for a quantised static state feedback to render a given quadratic function a Lyapunov function for the closed-loop system. These necessary and sufficient conditions, derived in Theorems 3.14 and 3.17, provide a means to analyse and design such quantised feedback laws and were derived from a set inclusion condition that is necessarily satisfied by the quantisation regions and values of a quadratically stabilising quantiser.

We have then designed quantisers with finite density that are able to quadratically stabilise a multiple-input system with respect to a given CLF. We believe that this is the first method that has been proposed for explicitly constructing quantisers having finite density and that are able to quadratically stabilise systems having an arbitrary number of inputs. The design of such quantisers required results from Chapter 2, jointly with the necessary and sufficient conditions derived in this chapter in Theorems 3.14 and 3.17.
Chapter 4

State-space Approach to Quantiser

“Coarseness” for Single-input Systems

4.1 Overview

In Chapters 2 and 3, we have analysed the problem of deriving a least dense quantiser over all quantisers that quadratically stabilise a given system. As we have seen, the density of a quantiser depends on the separation (in some sense) of its quantisation values. In the setting that we consider, the values of a quantiser constitute the control input values that are applied to the system, since we have $u = q(x)$. In this sense, we may say that the concept of quantisation density considered so far is input-space-based.

By contrast, in this chapter we explore a different notion of quantisation density, based on the separation of the quantisation regions of a quantiser, rather than of its values. The derivations of this chapter will focus exclusively on single-input systems. To avoid confusion with the standard quantisation density concept, we shall refer to the concept in this chapter as quantisation coarseness. The intuitive idea behind our exploration is that a quantiser is coarse (least dense) if its quantisation regions are as large as possible. We will introduce a novel type of quantisers, namely CAQS (Coarse-Almost-Quadratically-Stabilising) quantisers, and analyse different links between the proposed state-space approach and the input-space-based quantisation density concept considered in previous chapters.

The remainder of this chapter is organised as follows. In §4.2, we particularise the setting considered to single-input systems and define the type of quantised feedback that will be employed. In §4.3, we provide some preliminary results. The main results of the chapter are presented in §4.4 and §4.5, where we explore quantiser coarseness from a state-space standpoint, introduce CAQS quantisers and analyse the connections with the standard concept of quantisation density. We present a quantiser design example in §4.6 and a summary in §4.7.
4.2 Single-input Systems

We consider a single-input system of the form

\[ x(k + 1) = Ax(k) + Bu(k), \]  

(4.1)

where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times 1} \), \( x \in \mathbb{R}^{n} \) and \( u \in \mathbb{R} \). As in previous chapters, we deal with quadratic stabilisation of the system by means of quantised static feedback \( u = q(x) \), where \( q : \mathbb{R}^{n} \to \mathbb{R} \). We will exclusively focus on quantisers \( q : \mathbb{R}^{n} \to \mathbb{R} \) of the specific form

\[ q(x) = \tilde{q}(d^T x), \]  

(4.2)

where \( \tilde{q} : \mathbb{R} \to \mathbb{R} \) is a scalar quantiser and \( d \in \mathbb{R}^{n} \). Figure 4.1 shows the setting that we consider.

**Figure 4.1**: The quantised feedback considered: \( u = q(x) = \tilde{q}(d^T x) \).

**Remark 4.1** When dealing with single-input systems, the quantised feedback structure \( u = q(x) = \tilde{q}(d^T x) \) coincides with the structure considered in Chapter 3. For a single-input system, Chapter 3 considers quantised feedbacks \( u = q(x) = W\tilde{q}(D^T x) \), with \( W \in \mathbb{R}^{1 \times p} \) and \( D \in \mathbb{R}^{n \times p} \) both having linearly independent columns, \( \tilde{q} : \mathbb{R}^{p} \to \mathbb{R}^{p} \), and \( p \) being as low as possible. For open-loop-unstable single-input systems, the minimum value of \( p \) is 1, and hence \( W \in \mathbb{R}, D \in \mathbb{R}^{n} \) and \( \tilde{q} : \mathbb{R} \to \mathbb{R} \). Note then that there is no loss of generality in selecting \( W = 1 \), hence yielding the structure \( u = \tilde{q}(D^T x) = \tilde{q}(d^T x) \), which we consider in this chapter.

Since \( q \) satisfies \( q(x) = \tilde{q}(d^T x) \), for all \( x \in \mathbb{R}^{n} \), the quantisation regions of \( q \) have a specific shape. We will refer to the quantisation regions of such \( q \) as parallel-hyperplane regions and to \( q \) as a parallel-hyperplane quantiser. This terminology is motivated by the fact that the quantisation regions of \( q \) are all limited by parallel hyperplanes. We will thus employ the following definitions.

**Definition 4.2 (Parallel-hyperplane Region)** Let \( d \in \mathbb{R}^{n}, d \neq 0 \). A parallel-hyperplane region \( \mathcal{R} \) with direction \( d \) is a set that satisfies

\[ \mathcal{R} = \bigcup_{a \in \mathcal{A}} \{ x \in \mathbb{R}^{n} : d^T x = a \}, \]  

(4.3)

for some \( \mathcal{A} \subseteq \mathbb{R} \).
Remark 4.3 The vector $d$ and the set $A$ that define a parallel-hyperplane region $R$ are not unique. It is straightforward to check that if $R$ has direction $d$, then it also has direction $\alpha d$ for any nonzero $\alpha \in \mathbb{R}$.

Definition 4.4 (Parallel-hyperplane Quantiser) Fix $d \in \mathbb{R}^n, d \neq 0$. A parallel-hyperplane quantiser $q$ with direction $d$ is a quantiser whose quantisation regions, $R_i$, for all $i \in \mathbb{Z}$, are parallel-hyperplane regions with (the same) direction $d$.

4.3 Preliminary Results

We next present some preliminary results that will be needed in the sequel. Since the quantiser structure that we consider in this chapter is a special case of that considered in the geometric approach of Chapter 3, we will utilise some of the results of that chapter. Recall that the geometric approach of Chapter 3 utilises a quadratic CLF $V(x) = x^T P x$, where $P = P^T > 0$ (4.4) and the matrices

$$L \triangleq A^T PA - P, \quad M \triangleq A^T PB \quad \text{and} \quad H \triangleq B^T PB - M^T L^{-1} M.$$ (4.5)

Other tools from Chapter 3 that we will employ in this chapter are: the decomposition of $L$ as

$$L = U^T \Lambda U,$$ where $U U^T = I_n$ and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$, (4.6)

where $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ are the eigenvalues of $L$; the invertible transformation

$$T_u(x) \triangleq U(x + L^{-1} Mu);$$ (4.7)

the increment of $V$ along the trajectories of system (4.1),

$$\Delta V(x, u) \triangleq V(Ax + Bu) - V(x) = x^T L x + 2x^T M u + u^T B^T P B u;$$ (4.8)

the sets

$$X(u) \triangleq \{ x \in \mathbb{R}^n : \Delta V(x, u) < 0 \}, \quad \text{and}$$ (4.9)

$$X_0(u) \triangleq \{ x \in \mathbb{R}^n : \Delta V(x, u) \leq 0 \},$$ (4.10)

and their images through $T_u$:

$$\tilde{X}(u) = \{ \tilde{x} \in \mathbb{R}^n : \tilde{x}^T \Lambda \tilde{x} + u^T H u < 0 \},$$ (4.11)

$$\tilde{X}_0(u) = \{ \tilde{x} \in \mathbb{R}^n : \tilde{x}^T \Lambda \tilde{x} + u^T H u \leq 0 \}. \quad (4.12)$$

Remark 4.5 From Remark 3.3, we recall that, since we deal with open-loop unstable systems and we assume that $L$ is invertible, then $L$ necessarily has at least one positive eigenvalue. Then, particularising Remark 3.4 to single-input systems, we conclude that $L$ has one positive and $n - 1$ negative eigenvalues.
The following result gives a property of $H$ for single-input systems.

**Lemma 4.6** For a single-input system, the quantity $H$ defined in (4.5) is a real number and satisfies $H < 0$.

**Proof.** That $H$ is a real number follows straightforwardly since the matrices in (4.5) have real entries and $B \in \mathbb{R}^{n \times 1}$. Let $u = Kx$, where $K \in \mathbb{R}^{1 \times n}$, be quadratically stabilising with respect to the CLF $V$, that is, $\Delta V(x, Kx) < 0$ for all nonzero $x \in \mathbb{R}^n$. Define
\[
P(\tilde{u}) \triangleq \{x \in \mathbb{R}^n : Kx = \tilde{u}\}
\] and note that $\Delta V(x, 0) < 0$ for all nonzero $x \in P(0)$. Therefore, we have $P(0) \setminus \{0\} \subset X(0)$ [see (4.9)]. Transforming $P(\tilde{u})$ through $T_0$, [see (4.7)], we obtain
\[
\tilde{P}(\tilde{u}) = P_0(\tilde{u}) = \{\tilde{x} \in \mathbb{R}^n : \tilde{K} \tilde{x} = (1 + KL^{-1}M)\tilde{u}\},
\]
Since $T_0$ is invertible and $T_0(0) = 0$, then $P(0) \setminus \{0\} \subset X(0)$ if and only if $\tilde{P}(0) \setminus \{0\} \subset X(0)$. Then, applying Theorem 3.10 part 1 to (4.14) with $\tilde{u} = 0$ proves that $KU^T \Lambda^{-1}UK^T > 0$. For any $\tilde{u} \neq 0$, we have $P(\tilde{u}) \subset X(\tilde{u})$ and hence $\tilde{P}(\tilde{u}) \subset X(\tilde{u})$. Then, applying Theorem 3.10 part 3 to (4.14) with $\tilde{u} \neq 0$ shows that
\[
(1 + KL^{-1}M)^2\tilde{u}^2(KU^T \Lambda^{-1}UK^T)^{-1} < -H\tilde{u}^2.
\]
Since $(1 + KL^{-1}M)^2 \geq 0$, $\tilde{u}^2 > 0$ and $KU^T \Lambda^{-1}UK^T > 0$, it then follows that $0 < -H$, whence $H < 0$. \hfill \Box

For future reference, whenever $d, \tilde{d} \in \mathbb{R}^n$, we define
\[
\gamma \triangleq \sqrt{-Hd^T L^{-1}d}, \quad \tilde{\gamma} \triangleq \sqrt{-H\tilde{d}^T \Lambda^{-1}\tilde{d}} \quad \text{and} \quad \beta \triangleq -d^T L^{-1}M
\]
with $L$, $M$ and $H$ as defined in (4.5) and with $\Lambda$ as in (4.6).

In Chapter 3, Theorem 3.10 provided the main tool for the geometric approach developed. The following theorem gives additional results that will also serve as a main tool for our development in this chapter.

**Theorem 4.7** Let $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \in \mathbb{R}^{n \times n}$, where $\lambda_1, \ldots, \lambda_{n-1} < 0$ and $\lambda_n > 0$. Let $\tilde{d} \in \mathbb{R}^n \setminus \{0\}$, $u \in \mathbb{R}$ and $\tilde{a} \in \mathbb{R}$, and define $\tilde{P} \triangleq \{\tilde{x} \in \mathbb{R}^n : \tilde{d}^T \tilde{x} = \tilde{a}\}$. Let $\tilde{X}(u)$ and $\tilde{X}_0(u)$ be the sets defined in (4.11) and (4.12), respectively, where $H < 0$, and consider the quantity $\tilde{\gamma}$ defined in (4.15). Then,
1. If $\tilde{d}^T \Lambda^{-1}\tilde{d} = 0$ and $u \neq 0$, then $\tilde{P} \subset \tilde{X}(u)$ if and only if $\tilde{a} = 0$.
2. There exists $\tilde{p} \in \tilde{P}$ such that $\tilde{p} \notin \tilde{X}(u)$ and $\tilde{P} \setminus \{\tilde{p}\} \subset \tilde{X}(u)$ if and only if
\[
d^T \Lambda^{-1}d > 0, \quad \text{and} \quad \tilde{a}^2 = \tilde{\gamma}^2 u^2.
\]
Also, if such a \( \tilde{p} \) exists, then
\[
\tilde{p}^T \Lambda \tilde{p} + Hu^2 = 0.
\] (4.18)

**Proof.** See Appendix A.

The following is the last preliminary result that we require.

**Lemma 4.8** Let \( d \in \mathbb{R}^n \) satisfy \( d \neq 0 \) and \( d^T L^{-1} d \geq 0 \), and consider \( \gamma \) and \( \beta \) as defined in (4.15). Then, \( |\beta| > \gamma \).

**Proof.** Note that \( H < 0 \) by Lemma 4.6. Then, since \( d^T L^{-1} d \geq 0 \), we have \( \gamma \in \mathbb{R} \) and the inequality \( |\beta| > \gamma \) is well defined.

If \( d^T L^{-1} d > 0 \), then Lemma 3.13 shows that
\[
\beta^2 (d^T L^{-1} d)^{-1} > -H,
\]
whence \( \beta^2 > \gamma^2 \). Then, the result follows by taking square root.

If \( d^T L^{-1} d = 0 \), note that \( \gamma = 0 \) and consider \( P(0) \) as defined in (4.13), where \( K \in \mathbb{R}^{1 \times n} \) satisfies \( \Delta V(x, Kx) < 0 \) for all nonzero \( x \in \mathbb{R}^n \). Fix \( 0 \neq u \in \mathbb{R} \) and consider the set \( X(u) \) in (4.9). Since \( \Delta V(0, u) = B^T P B u^2 \geq 0 \), then \( 0 \notin X(u) \). Note that \( 0 \in P(0) \) and hence \( P(0) \not\subseteq X(u) \). Transform \( P(0) \) through \( T_u \) to obtain
\[
T_u(P(0)) = \{ \tilde{x} \in \mathbb{R}^n : d^T U^T \tilde{x} = d^T L^{-1} M u \}. \tag{4.19}
\]
Since \( T_u \) is invertible, then \( T_u(P(0)) \not\subseteq \tilde{X}(u) \). Note that \( 0 = d^T L^{-1} d = d^T U^T \Lambda^{-1} U d \) from (4.6). Then, applying Theorem 4.7 part 1, it follows from (4.19) and since \( u \neq 0 \), that \( d^T L^{-1} M u \neq 0 \). Using (4.15), then \( -\beta u \neq 0 \), whence \( |\beta| > 0 \). Since \( \gamma = 0 \), the result follows.

**4.4 Quantiser Coarseness**

In this section, we explore the concept of coarseness of a quantiser from a state-space standpoint. Recall the setting of Figure 4.1. Given a quadratic CLF \( V \), we seek parallel-hyperplane quantisers \( q \) that are QS with respect to \( V \). In addition, we would like to impose the condition that the quantisation regions of \( q \) be as large as possible.

In §4.4.1, we follow this intuitive idea by defining coarse-QS pairs. We then show that defining a coarse-QS quantiser in a corresponding sense is not useful. This motivates us to relax the QS constraint by defining and characterising coarse-almost-QS (CAQS) pairs. In §4.4.2, we define and characterise CAQS quantisers, showing that CAQS quantisers have logarithmically spaced quantisation values. We then show how to build logarithmic QS quantisers whose spacing between quantisation values is arbitrarily close to that of a given CAQS quantiser. In §4.5, we analyse connections with quantisation density.
4.4.1 Coarse-QS and CAQS Pairs

We begin by defining coarse-QS pairs.

**Definition 4.9 (Coarse-QS Pair)**  Let \( R \) be a parallel-hyperplane region with direction \( d \) and let \( u \in \mathbb{R} \). We say that the pair \((u, R)\) is coarse-QS if (a) the pair \((u, R)\) is QS and (b) whenever \( R \subseteq R^* \), where \( R^* \) is a parallel-hyperplane region with direction \( d \) and \((u, R^*)\) is QS, then \( R^* = R \).

The rationale of this definition is that a pair \((u, R)\) is coarse-QS if the region \( R \) is as large as possible, subject to the constraints that \( R \) be a parallel-hyperplane region with direction \( d \) and that the pair \((u, R)\) be QS. By extension, if we could find a parallel-hyperplane quantiser with direction \( d \) such that all of its pairs \((u, R)\) were coarse-QS, then it would be natural to define such a quantiser as a coarse-QS quantiser. However, one of the consequences of the following lemma is that such a quantiser does not exist.

**Lemma 4.10 (Characterisation of Coarse-QS Pairs)**  Let \( d \in \mathbb{R}^n \) satisfy \( d^T L^{-1} d > 0 \), \( R \) satisfy (4.3) for some nonempty \( A \subseteq \mathbb{R} \), and \( u \in \mathbb{R} \). Then, \((u, R)\) is coarse-QS if and only if one of the following statements holds:

1) \( u = 0 \) and \( A = \{0\} \).

2) \( u \neq 0 \) and \( A = (\beta u - \gamma |u|, \beta u + \gamma |u|) \),

with \( L \) as defined in (4.5), and \( \gamma \) and \( \beta \) in (4.15).

**Proof.**  By definition, a coarse-QS pair is QS. If \( u = 0 \), then Theorem 3.12 part 1) establishes that \((u, R)\) is QS if and only if 1) holds, whence it straightforwardly follows that \((u, R)\) is coarse-QS if and only if 1) holds. If \( u \neq 0 \), Theorem 3.12 part 2) establishes that \((u, R)\) is QS if and only if \((a + d^T L^{-1} M u)^2 < -H(d^T L^{-1} d)u^2\), for all \( a \in A \). Using (4.15) it follows that \((u, R)\) is QS if and only if \((a - \beta u)^2 < \gamma^2 u^2\) if and only if \(\beta u - \gamma |u| < a < \beta u + \gamma |u|\). Therefore, we have that \((u, R)\) is QS if and only if \( A \subseteq (\beta u - \gamma |u|, \beta u + \gamma |u|) \). Hence, it straightforwardly follows that \((u, R)\) is coarse-QS if and only if 2) holds. \( \square \)

We now verify that there can exist no parallel-hyperplane quantiser having all its quantisation value/region pairs coarse-QS. For a contradiction, suppose that \( q \) is a parallel-hyperplane quantiser with direction \( d \) all of whose quantisation value/region pairs are coarse-QS. Then, Lemma 3.7 shows that \( q \) is QS. Then, Theorem 3.14 shows that \( D = d \) must necessarily satisfy \( d^T L^{-1} d > 0 \). Let \( R_i \) and \( u_i \), for all \( i \in \mathbb{Z} \) denote the quantisation regions and corresponding values of such a quantiser. From Definition 2.5, we require that

\[
\bigcup_{i \in \mathbb{Z}} R_i = \mathbb{R}^n \text{ and } R_i \cap R_j = \emptyset \text{ whenever } i \neq j.
\]

(4.20)
Since the \( \mathcal{R}_i \) are parallel-hyperplane regions with direction \( d \), they all satisfy
\[
\mathcal{R}_i = \bigcup_{a \in \mathcal{A}_i} \{ x \in \mathbb{R}^n : d^T x = a \}.
\]

By Lemma 4.10, the sets \( \mathcal{A}_i \) satisfy \( \mathcal{A}_i = (\beta u_i - \gamma |u_i|, \beta u_i + \gamma |u_i|) \) whenever \( u_i \neq 0 \), and \( \mathcal{A}_i = \{0\} \) for the unique \( i \in \mathbb{Z} \) such that \( u_i = 0 \). To satisfy (4.20), the sets \( \mathcal{A}_i \) must satisfy \( \bigcup_{i \in \mathbb{Z}} \mathcal{A}_i = \mathbb{R} \) and \( \mathcal{A}_i \cap \mathcal{A}_j = \emptyset \), which is not possible, since the \( \mathcal{A}_i \) are all bounded open intervals, except for the unique one satisfying \( \mathcal{A}_i = \{0\} \).

This fact motivates the following definition.

**Definition 4.11 (CAQS Pair)** Let \( d \in \mathbb{R}^n \), let \( \mathcal{R} \) be a parallel-hyperplane region with direction \( d \) and let \( u \in \mathbb{R} \). We say that the pair \((u, \mathcal{R})\) is coarse-almost-QS (CAQS) if (a) there exists \( p \in \mathcal{R} \), such that \((u, \mathcal{R} \setminus \{p\})\) is QS and (b) whenever \( \mathcal{R} \subseteq \mathbb{R}^+ \), where \( \mathbb{R}^+ \) is a parallel-hyperplane region with direction \( d \) such that there exists \( p^* \in \mathbb{R}^+ \) satisfying \((u, \mathcal{R}^+ \setminus \{p^*\})\) is QS, then \( \mathcal{R}^+ = \mathcal{R} \).

If \((u, \mathcal{R})\) is CAQS, \( \mathcal{R} \) may contain at most one point that makes the pair \((u, \mathcal{R})\) not QS. In addition, there exists no other region that contains \( \mathcal{R} \) and has this property. We will see that Definition 4.11 does allow us to define a CAQS quantiser as a quantiser all of whose pairs \((u_i, \mathcal{R}_i)\) are CAQS. The following proposition is needed in the subsequent characterisation of CAQS pairs.

**Proposition 4.12** Let \( u \in \mathbb{R} \), \( \mathcal{R} \) be a parallel-hyperplane region, \( 0 \in \mathcal{R} \) and \((u, \mathcal{R})\) be CAQS. Then, \((u, \mathcal{R})\) is QS.

**Proof.** For a contradiction, suppose that \((u, \mathcal{R})\) is CAQS but not QS. Then, there exists \( p \in \mathcal{R}, p \neq 0 \), such that \( p \notin X(u) \) and \((u, \mathcal{R} \setminus \{p\})\) is QS. From Definition 3.6 and since \( 0 \in \mathcal{R} \setminus \{p\} \), we then have \( u = 0 \) and \( \mathcal{R} \setminus \{p, 0\} \subset X(0) \). Since \( \mathcal{R} \) is a parallel-hyperplane region, it satisfies (4.3) for some nonzero \( d \in \mathbb{R}^n \) and some \( \mathcal{A} \subseteq \mathbb{R} \). Note that \( 0 \in \mathcal{A} \) since \( 0 \in \mathcal{R} \). Define
\[
\mathcal{P}(a) \triangleq \{ x \in \mathbb{R}^n : d^T x = a \}
\]
and note that \( \mathcal{P}(0) \in \mathcal{R} \) and \( \mathcal{P}(0) \setminus \{p, 0\} \subset X(0) \).

If \( p \in \mathcal{P}(0) \), then \( \delta p \in \mathcal{P}(0) \) for all \( \delta \in \mathbb{R} \). Eqs. (4.9) and (4.8) show that \( X(0) = \{ x \in \mathbb{R}^n : x^T Lx < 0 \} \). Since \( p \notin X(0) \), then \( \delta p \notin X(0) \) for all \( \delta \in \mathbb{R} \). Hence, \( \mathcal{P}(0) \setminus \{p, 0\} \not\subset X(0) \), reaching a contradiction.

If \( p \notin \mathcal{P}(0) \), then let \( b = d^T p \), note that \( b \neq 0 \) and consider \( \mathcal{P}(b) \). Note that \( \mathcal{P}(b) \subseteq \mathcal{R} \) and, since \( \mathcal{R} \setminus \{p, 0\} \subset X(0) \) and \( 0 \notin \mathcal{P}(b) \), then \( \mathcal{P}(b) \setminus \{p\} \subset X(0) \). Since \( T_u \) is invertible, we have \( \mathcal{P}(b) \setminus \{p\} \subset X(0) \) if and only if \( T_0(\mathcal{P}(b)) \setminus \{T_0(p)\} \subset \tilde{X}(0) \). Using (4.7) yields
\[
T_0(\mathcal{P}(b)) = \{ \tilde{x} \in \mathbb{R}^n : d^T U^T \tilde{x} = b \}.
\]

Then, (4.17) in Theorem 4.7 shows that \( b = 0 \). Contradiction.

Therefore, we have established that \((u, \mathcal{R})\) is QS. \( \square \)
Lemma 4.13 (Characterisation of CAQS Pairs) Let $d \in \mathbb{R}^n$ satisfy $d^T L^{-1} d > 0$, with $L$ as in (4.5), let $\mathcal{R}$ satisfy (4.3) for some nonempty $\mathcal{A} \subseteq \mathcal{R}$, and let $u \in \mathbb{R}$. Then, $(u, \mathcal{R})$ is CAQS if and only if one of the following statements holds:

1) $u = 0$ and $\mathcal{A} = \{0\}$,

2) $u \neq 0$ and either $\mathcal{A} = [\beta u - \gamma |u|, \beta u + \gamma |u|)$ or $\mathcal{A} = (\beta u - \gamma |u|, \beta u + \gamma |u|]$.

where $\gamma$ and $\beta$ were defined in (4.15).

**Proof.** Necessity.

- If $0 \in \mathcal{R}$, then Proposition 4.12 shows that $(u, \mathcal{R})$ is QS and Theorem 3.12 establishes 1).

- If $0 \notin \mathcal{R}$, then consider the sets $\mathcal{P}(a) = \{x \in \mathbb{R}^n : d^T x = a\}$, where $a \in \mathbb{R}$. Since $\mathcal{A}$ is nonempty, there exists $0 \neq a_2 \in \mathcal{A}$ and hence $\mathcal{P}(a_2) \subseteq \mathcal{R}$, for any such $a_2$. Since $(u, \mathcal{R})$ is CAQS, then either

  (i) $(u, \mathcal{P}(a_2))$ is QS or

  (ii) there exists $p \in \mathcal{P}(a_2)$, $p \notin X(u)$, such that $(u, \mathcal{P}(a_2) \setminus \{p\})$ is QS.

If (i) is true, then Theorem 3.12 shows that $u \neq 0$. If (ii) is true, then $\mathcal{P}(a_2) \setminus \{p\} \subseteq X(u)$ and hence $T_\mathcal{u}(\mathcal{P}(a_2)) \setminus T_\mathcal{u}(\{p\}) \subseteq \bar{X}(u)$. Note that $T_\mathcal{u}(p) \notin \bar{X}(u)$, since $p \notin X(u)$. Using (4.7) and (4.15), we have

$$T_\mathcal{u}(\mathcal{P}(a)) = \{\tilde{x} \in \mathbb{R}^n : d^T U^T \tilde{x} = a - \beta u\}. \tag{4.21}$$

Then, from Theorem 4.7 and (4.6), we prove that $(a_2 - \beta u)^2 = \tilde{\gamma}^2 u^2$. The latter implies that $u \neq 0$, since otherwise $a_2 = 0$. We have thus proved that if $0 \notin \mathcal{R}$, then $u \neq 0$.

Recall that $\mathcal{R} = \bigcup_{a \in \mathcal{A}} \mathcal{P}(a)$ and that we have either (i) or (ii) above.

a) From Theorem 3.12, (i) is true if and only if $\beta u - \gamma |u| < a_2 < \beta u + \gamma |u|$.

b) Using (4.21) and Theorem 4.7, (ii) is true if and only if either $a_2 = \beta u - \gamma |u|$ or $a_2 = \beta u + \gamma |u|$.

Therefore, 2) follows straightforwardly from a) and b) above and Definition 4.11.

This completes the necessity part of the proof.

Sufficiency. Consider the sets $\mathcal{P}(a)$ defined in the necessity part of the proof and let

$$\mathcal{R}^* = \bigcup_{a \in \mathcal{A}^*} \mathcal{P}(a),$$

where $\mathcal{A} \subseteq \mathcal{A}^*$ and hence $\mathcal{R} \subseteq \mathcal{R}^*$. Assume that there exists $p^* \in \mathcal{R}^*$ such that $\mathcal{R}^* \setminus \{p^*\} \subseteq X(u)$. Let $a^*$ be such that $\mathcal{P}(a^*) \subseteq \mathcal{R}^*$. Then, either $(u, \mathcal{P}(a^*))$ is QS or $(u, \mathcal{P}(a^*) \setminus \{p^*\})$ is QS and $p^* \notin X(u)$.

We next show that (a) and (b) in Definition 4.11 hold.
If 1) is true, then Theorem 3.12 shows that \((u, R)\) is QS. Then, given any \(p \in R, (u, R \setminus \{p\})\) also is QS, establishing (a). Using (4.21) and Theorem 4.7, we obtain \(a^* = 0\), thus proving that \(R^* = R\) and establishing (b).

If 2) is true, let \(a_2 \in \mathbb{R}\) satisfy \(p(a_2) \subseteq R\). If \(a_2 = \beta u - \gamma |u| < a_2 < \beta u + \gamma |u|\), then Theorem 3.12 shows that \((u, p(a_2))\) is QS. If \(a_2 = \beta u - \gamma |u|\) or \(a_2 = \beta u + \gamma |u|\), then using (4.21) and Theorem 4.7, it follows that there exists \(p \in p(a_2), p \notin X(u)\) such that \((u, p(a_2) \setminus \{p\})\) is QS. Since \(R = \bigcup_{a \in A} p(a)\), with \(A\) as in 2), then we see that there exists \(p \in R\) such that \((u, R \setminus \{p\})\) is QS, establishing (a). Applying to \(R^*\) the same reasoning that was applied to \(R\) in the necessity proof, we can prove that \(A^* = A\) and hence \(R^* = R\), which establishes (b).

This proves that \((u, R)\) is CAQS and concludes the sufficiency proof.

### 4.4.2 CAQS Quantisers

In this section, we define and characterise CAQS quantisers. We show that CAQS quantisers are logarithmic and show how to construct logarithmic QS parallel-hyperplane quantisers having a logarithmic base that is arbitrarily close to that of a given CAQS quantiser. We shall henceforth consider only symmetric quantisers, that is, quantisers that satisfy \(q(x) = q(-x)\), for all \(x\).

**Definition 4.14 (CAQS Quantiser)** Let \(q\) be a parallel-hyperplane quantiser with direction \(d \in \mathbb{R}^n\). Let \(R_i\) and \(u_i\), for all \(i \in \mathbb{Z}\), be its quantisation regions and corresponding quantisation values, respectively. We say that \(q\) is CAQS if \((u_i, R_i)\) is CAQS, for all \(i \in \mathbb{Z}\).

The following proposition is needed to achieve the characterisation of CAQS quantisers in Theorem 4.16.

**Proposition 4.15** Let \(q\) be a parallel-hyperplane quantiser with direction \(d \in \mathbb{R}^n\) and let \(q\) be CAQS. Then, \(d^T L^{-1} d > 0\).

**Proof.** Since \(q\) is parallel-hyperplane with direction \(d\), then \(d \neq 0\). Let \(R\) be the quantisation region of \(q\) that contains the origin, and let \(u\) be the corresponding value. By Definition 4.14, \((u, R)\) is CAQS. By Proposition 4.12, then \((u, R)\) is QS. Consider \(P = \{x \in \mathbb{R}^n : d^T x = 0\}\). Note that \(P \subseteq R\) and hence \((u, P)\) also is QS. Then, Lemma 3.11 establishes that \(d^T L^{-1} d > 0\).

**Theorem 4.16 (Characterisation of CAQS Quantisers)** Let \(d \in \mathbb{R}^n, d \neq 0\), consider \(\beta\) and \(\gamma\) as defined in (4.15), and define

\[
\rho \triangleq \frac{|\beta| - \gamma}{|\beta| + \gamma}.
\]

Let \(q\) be a parallel-hyperplane quantiser with direction \(d\), satisfying \(q(x) = -q(-x)\) for all \(x \in \mathbb{R}^n\). Then, \(q\) is CAQS if and only if \(d^T L^{-1} d > 0, 0 < \rho < 1, |\beta| \pm \gamma > 0\) and there exists \(u_0 \in \mathbb{R}, \beta u_0 > 0, \rho > 0\),
such that $q$ satisfies

$$q(x) = \begin{cases} 
0 & \text{if } x \in \bar{R}, \\
u_i & \text{if } x \in R_i, \\
-u_i & \text{if } x \in -R_i.
\end{cases} \quad (4.23a), (4.23b), (4.23c)$$

$$\bar{R} = \{x \in \mathbb{R}^n : d^T x = 0\}, \quad (4.24)$$

$$u_i = \rho^{-1} u_0, \quad (4.25)$$

$$R_i = \rho^{-1} R_0, \quad (4.26)$$

$$\sigma_0 = \beta u_0 - \gamma |u_0|. \quad (4.27)$$

$$R_0 = \{x \in \mathbb{R}^n : \sigma_0 < d^T x \leq \rho^{-1} \sigma_0\}, \quad \text{or}$$

$$R_0 = \{x \in \mathbb{R}^n : \sigma_0 \leq d^T x < \rho^{-1} \sigma_0\}, \quad (4.28a), (4.28b)$$

for all $i \in \mathbb{Z}$.

**Proof.** Sufficiency. Since $\beta u_0 > 0$ and $|\beta| \pm \gamma > 0$, using (4.27) we have $\sigma_0 > 0$. Since $d^T L^{-1} d > 0$, then $d \neq 0$. It is then straightforward to check that $q$, as defined above, is indeed a parallel-hyperplane quantiser with direction $d$. We next prove that $q$ is CAQS. Since $d^T L^{-1} d > 0$, from (4.24), Lemma 4.13 shows that $(0, \bar{R})$ is CAQS. Suppose that $R_0$ has the form (4.28a). Using (4.27) and (4.22), and since $\beta u_0 > 0$, we can straightforwardly show that

$$R_0 = \{x \in \mathbb{R}^n : \beta u_0 - \gamma |u_0| < d^T x \leq \beta u_0 + \gamma |u_0|\}. \quad (4.29)$$

By Lemma 4.13, we see that $(u_0, R_0)$ is CAQS. From (4.22), (4.25), (4.26), (4.29) and the facts that $0 < \rho$ and $\beta u_0 > 0$, it follows that

$$R_i = \{x \in \mathbb{R}^n : \beta u_i - \gamma |u_i| < d^T x \leq \beta u_i + \gamma |u_i|\}.$$ 

Then, Lemma 4.13 shows that $(u_i, R_i)$ is CAQS for all $i \in \mathbb{Z}$. The same follows by considering $R_0$ in (4.28b) and a similar procedure can be used to prove that $(-u_i, -R_i)$ is CAQS for $i \in \mathbb{Z}$. Recalling Definition 4.14, the sufficiency proof is concluded.

Necessity. Since $q$ is a CAQS parallel-hyperplane quantiser with direction $d$, then Proposition 4.15 establishes that $d^T L^{-1} d > 0$. Let $\bar{R}$ denote the quantisation region of $q$ that contains the origin and let $\bar{u}$ denote its corresponding value. Since $q(x) = -q(-x)$, then $q(0) = 0$ and hence $\bar{u} = 0$. Since $q$ is CAQS, then $(\bar{u}, \bar{R})$ is CAQS and Lemma 4.13 shows that $\bar{R} = \{x \in \mathbb{R}^n : d^T x = 0\}$, establishing (4.23a) and (4.24). Using Lemma 4.6 and (4.15), we have $\gamma > 0$ and from Lemma 4.8, we prove that $|\beta| \pm \gamma > 0$ and $0 < \rho < 1$. Since $q$ is CAQS and $q(x) = -q(-x)$, using Lemma 4.13 it is
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straightforward to check that $q$ must have at least one quantisation value $u_0$ satisfying $\beta u_0 > 0$ (note that $\beta \neq 0$ since $|\beta| > \gamma > 0$). Let $\mathcal{R}_0$ denote the quantisation region of $q$ whose corresponding value is $u_0$. Since $(u_0, \mathcal{R}_0)$ is CAQS, using Lemma 4.13 we obtain

$$\mathcal{R}_0 = \{ x \in \mathbb{R}^n : \beta u_0 - \gamma |u_0| < d^T x \leq \beta u_0 + \gamma |u_0| \},$$  \hspace{1cm} (4.30a)

$$\mathcal{R}_0 = \{ x \in \mathbb{R}^n : \beta u_0 - \gamma |u_0| \leq d^T x < \beta u_0 + \gamma |u_0| \}. \hspace{1cm} (4.30b)$$

Since $\beta u_0 > 0$, then $\beta u_0 - \gamma |u_0| = (|\beta| - \gamma)|u_0|$ and $\beta u_0 + \gamma |u_0| = (|\beta| + \gamma)|u_0|$. Using (4.22), then $\beta u_0 + \gamma |u_0| = \rho^{-1}(\beta u_0 - \gamma |u_0|)$. Defining then $\sigma_0$ to satisfy (4.27), it follows that (4.30) establishes (4.28). We now proceed to prove (4.23b), (4.25) and (4.26) for all $i \in \mathbb{Z}$ by induction. Let $j \in \mathbb{Z}_{+,0}$, and assume that $q$ contains a region of the form (4.26) for $i = j$. Note that this assumption is satisfied when $j = 0$.

Using (4.26) and (4.30), we have

$$\mathcal{R}_j = \{ x \in \mathbb{R}^n : \rho^{-1}(\beta u_0 - \gamma |u_0|) < d^T x \leq \rho^{-1}(\beta u_0 + \gamma |u_0|) \} \text{ or }$$

$$\mathcal{R}_j = \{ x \in \mathbb{R}^n : \rho^{-1}(\beta u_0 - \gamma |u_0|) \leq d^T x < \rho^{-1}(\beta u_0 + \gamma |u_0|) \}, \hspace{1cm} (4.31a)$$

where (4.31a) corresponds to (4.30a) and (4.31b) to (4.30b). Let $u_j$ denote the value of $q$ corresponding to $\mathcal{R}_j$. Since $(u_j, \mathcal{R}_j)$ is CAQS, using Lemma 4.13 and (4.31), we obtain

$$\rho^{-1}(\beta u_0 - \gamma |u_0|) = \beta u_j - \gamma |u_j| \text{ and } \rho^{-1}(\beta u_0 + \gamma |u_0|) = \beta u_j + \gamma |u_j|. \hspace{1cm} (4.32)$$

From (4.32) and the facts that $\rho > 0$, $\beta u_0 > 0$ and $|\beta| \pm \gamma > 0$, it follows that $\beta u_j > 0$ and $u_j = \rho^{-1}u_0$, which establishes (4.25) for $i = j$. We next show that (4.23b), (4.25) and (4.26) hold for $i = j + 1$.

If $\mathcal{R}_j$ has the form (4.31a), let $x^* \in \mathbb{R}^n$ satisfy

$$d^T x^* = \rho^{-1}(\beta u_0 + \gamma |u_0|) + \epsilon = \beta u_j + \gamma |u_j| + \epsilon, \hspace{1cm} (4.33)$$

for some $\epsilon > 0$ (arbitrarily small) such that $x^* \notin \mathcal{R}_j$. Let $\mathcal{R}_j^* = \{ x \in \mathbb{R}^n : \beta u_j - \gamma |u_j| < d^T x \leq \beta u_j + \gamma |u_j| \}$ be the quantisation region of $q$ that contains $x^*$ and let $u_j^*$ be the value of $q$ corresponding to $\mathcal{R}_j^*$. Since $(u_j^*, \mathcal{R}_j^*)$ is CAQS, we have, using Lemma 4.13,

$$\mathcal{R}_j^* = \{ x \in \mathbb{R}^n : \beta u_j - \gamma |u_j^*| < d^T x \leq \beta u_j + \gamma |u_j^*| \}, \hspace{1cm} (4.34a)$$

$$\mathcal{R}_j^* = \{ x \in \mathbb{R}^n : \beta u_j - \gamma |u_j^*| \leq d^T x < \beta u_j + \gamma |u_j^*| \}. \hspace{1cm} (4.34b)$$

Since $x^* \notin \mathcal{R}_j$, $x^* \in \mathcal{R}_j^*$ and $\mathcal{R}_j^* \cap \mathcal{R}_j = \emptyset$, it follows from (4.31), (4.33) and (4.34) that $\rho^{-1}(\beta u_0 + \gamma |u_0|) \leq \beta u_j^* - \gamma |u_j^*|$. Note that $0 < \rho^{-1}(\beta u_0 + \gamma |u_0|)$ because $\rho > 0$, $\beta u_0 > 0$ and $|\beta| > \gamma > 0$. Then, $\beta u_j^* - \gamma |u_j^*| > 0$ and $\beta u_j^* > 0$.

Recall that we have selected $\epsilon > 0$ arbitrarily small. For a contradiction, suppose that $\beta u_j^* - \gamma |u_j^*| \neq \rho^{-1}(\beta u_0 + \gamma |u_0|)$. Then, $q$ must have a quantisation region, $\mathcal{R}_j^*$, satisfying $\mathcal{R}_j^* \subseteq \mathcal{R}_j^*$, where

$$\mathcal{R}_j^* = \{ x \in \mathbb{R}^n : \rho^{-1}(\beta u_0 + \gamma |u_0|) \leq d^T x \leq (\beta u_j^* - \gamma |u_j^*|) \}. \hspace{1cm} (4.35)$$
Since \( x^* \in \mathcal{R}_1^* \) and satisfies (4.33), using (4.34) we have
\[
\beta u_1^* - \gamma |u_1^*| - \rho^{-j}(\beta u_0 + \gamma |u_0|) \leq \epsilon. \tag{4.35}
\]
Let \( u_2^* \) denote the value of \( q \) corresponding to \( \mathcal{R}_2^* \). Using the same argument as for \( u_1^* \), we can prove that \( \beta u_2^* > 0 \). Since \((u_2^*, \mathcal{R}_2^*)\) is CAQS, using Lemma 4.13, we obtain
\[
\mathcal{R}_2^* = \{ x \in \mathbb{R}^n : \beta u_2^* - \gamma |u_2^*| < d^T x \leq \beta u_2^* + \gamma |u_2^*| \}, \tag{4.36a}
\]
\[
\mathcal{R}_2^* = \{ x \in \mathbb{R}^n : \beta u_2^* - \gamma |u_2^*| \leq d^T x < \beta u_2^* + \gamma |u_2^*| \}, \tag{4.36b}
\]
where, since \( \mathcal{R}_2^* \subseteq \mathcal{R}_3^* \),
\[
\beta u_2^* - \gamma |u_2^*| \geq \rho^{-j}(\beta u_0 + \gamma |u_0|), \tag{4.37}
\]
\[
\beta u_2^* + \gamma |u_2^*| \leq \beta u_1^* - \gamma |u_1^*|. \tag{4.38}
\]
From (4.35), (4.37) and (4.38), we have
\[
\beta u_2^* + \gamma |u_2^*| - (\beta u_2^* - \gamma |u_2^*|) = 2\gamma |u_2^*| \leq \epsilon. \tag{4.39}
\]
Since \( \gamma > 0 \), then (4.39) can be written as \( |u_2^*| \leq \epsilon/2\gamma \). Since \( u_2^* \neq 0 \) because \( \beta u_2^* > 0 \), then we reach a contradiction by selecting \( \epsilon > 0 \) small enough. Then, \( \beta u_1^* - \gamma |u_1^*| = \beta u_j + \gamma |u_j| \) and since \( \mathcal{R}_1^* \) and \( \mathcal{R}_j \) must be disjoint, we have, using (4.22),
\[
\mathcal{R}_1^* = \{ x \in \mathbb{R}^n : \beta u_j + \gamma |u_j| < d^T x \leq \rho^{-1}(\beta u_j + \gamma |u_j|) \}. \tag{4.40}
\]
If \( \mathcal{R}_j \) has the form (4.31b), then let \( x^* \in \mathbb{R}^n \) satisfy
\[
0 < d^T x^* = \rho^{-j}(\beta u_0 + \gamma |u_0|) = \beta u_j + \gamma |u_j|, \tag{4.41}
\]
and note that \( x^* \notin \mathcal{R}_j \). Let \( \mathcal{R}_1^* \) be the quantisation region of \( q \) that contains \( x^* \) and let \( u_1^* \) be the corresponding value. Since \((u_1^*, \mathcal{R}_1^*)\) is CAQS, then Lemma 4.13 shows that \( \mathcal{R}_1^* \) satisfies (4.34b). Then, \( \beta u_1^* - \gamma |u_1^*| = \beta u_j + \gamma |u_j| \) and
\[
\mathcal{R}_1^* = \{ x \in \mathbb{R}^n : \beta u_j + \gamma |u_j| \leq d^T x < \rho^{-1}(\beta u_j + \gamma |u_j|) \}. \tag{4.42}
\]
Substituting \( u_j = \rho^{-j}u_0 \) into (4.40) or (4.42), and defining \( \mathcal{R}_{j+1}^* \triangleq \mathcal{R}_1^* \) and \( u_{j+1}^* \triangleq u_1^* \), we obtain \( \mathcal{R}_{j+1} = \rho^{-(j+1)}\mathcal{R}_0 \) and \( u_{j+1} = \rho^{-(j+1)}u_0 \), which establishes (4.23b), (4.25) and (4.26) for \( i = j + 1 \). Hence, we have established that if \( q \) contains a region of the form (4.26), for \( i = j \), then it must also contain a region of the form (4.26), for \( i = j + 1 \). Also, we have established that the values of \( q \) corresponding to these regions satisfy (4.25). Hence, we have proved by induction that (4.23b), (4.25) and (4.26) hold for all \( i \in \mathbb{Z}_{+0} \). In a similar manner, we can prove that if \( q \) contains a region of the form (4.26), for \( i = j \), then it must also contain a region of the form (4.26), for \( i = j - 1 \). This establishes
Theorem 4.16 shows how we may build a CAQS quantiser for a given direction $d$. This theorem also shows that a CAQS quantiser is logarithmic, with a logarithmic base given by $\rho$ in (4.22). We next show how to construct logarithmic QS quantisers having a logarithmic base that is arbitrarily close to that of any given CAQS quantiser. Before proving Theorem 4.18, we need the following result, whose proof is straightforward and is therefore omitted.

**Lemma 4.17** Let $R \subset \mathbb{R}^n$, and $u, \rho \in \mathbb{R}$. If $(u, R)$ is QS, then $(\rho u, \rho R)$ is QS.

**Theorem 4.18** Let $d \in \mathbb{R}^n$ satisfy $d^T L^{-1} d > 0$ and consider $\beta$ and $\gamma$ as defined in (4.15). Then $|\beta| \pm \gamma > 0$. Let $\epsilon > 0$ satisfy

$$0 < \frac{|\beta| - \gamma}{|\beta| + \gamma} + \epsilon < 1,$$

and define $\rho \triangleq \frac{|\beta| - \gamma}{|\beta| + \gamma} + \epsilon$. Let $\sigma_0, u_0 \in \mathbb{R}$ satisfy $\beta u_0 > 0$ and

$$\beta u_0 - \gamma |u_0| < \sigma_0 < \rho(\beta u_0 + \gamma |u_0|).$$

Let $q : \mathbb{R}^n \to \mathbb{R}$ be a quantiser defined as in (4.23)–(4.26) and (4.28). Then, $q$ is QS.

**Proof.** Since $d^T L^{-1} d > 0$ and using Lemma 4.6, then $\gamma > 0$. From Lemma 4.8 then $|\beta| \pm \gamma > 0$. We next establish that $q$ is QS. Consider $R$ in (4.24). By Theorem 3.12 and the fact that $d^T L^{-1} d > 0$, we have that $(0, \hat{R})$ is QS. Since $\beta u_0 > 0$ and $|\beta| \pm \gamma > 0$, then $\beta u_0 - \gamma |u_0| > 0$ and from (4.44) then $\sigma_0 > 0$. Also, since $0 < \rho < 1$, multiplying the second inequality in (4.44) by $\rho^{-1} > 1$, and combining with the first inequality in (4.44), yields $\beta u_0 - \gamma |u_0| < \sigma_0 < \rho^{-1} \sigma_0 < \beta u_0 + \gamma |u_0|$. Then, from (4.28) and the fact that $d^T L^{-1} d > 0$, Theorem 3.12 shows that $(u_0, \mathcal{R}_0)$ is QS. Then, using Lemma 4.17 it follows from (4.25) and (4.26) that $(u_i, \mathcal{R}_i)$ and $(-u_i, -\mathcal{R}_i)$ are QS, for all $i \in \mathbb{Z}$. By Lemma 3.7, the result follows.

### 4.5 CAQS Quantisers and Quantisation Density

We next discuss the relationship between CAQS quantisers and the standard concept of quantisation density, which we have considered in previous chapters.

Recall from Chapter 2 that the density of a quantiser $q : \mathbb{R}^r \to \mathbb{R}^s$, denoted $\eta(q)$, is defined as

$$\eta(q) \triangleq \limsup_{\epsilon \to 0} \frac{\# [U(q) \cap C^s(\epsilon)]}{-2 \ln \epsilon},$$

where $\# [\cdot]$ denotes the number of elements of a set, $U(q)$ denotes the range of $q$, and $C^s(\epsilon) \triangleq \{ u \in \mathbb{R}^s : \epsilon \leq \|u\|_2 \leq 1/\epsilon \}$. 

(4.23b), (4.25) and (4.26) for all $i \in \mathbb{Z}$, Then, (4.23c) follows since $q(x) = -q(-x)$ for all $x \in \mathbb{R}^n$ by assumption. This concludes the proof. □

Theorem 4.16 shows how we may build a CAQS quantiser for a given direction $d$. This theorem also shows that a CAQS quantiser is logarithmic, with a logarithmic base given by $\rho$ in (4.22). We next show how to construct logarithmic QS quantisers having a logarithmic base that is arbitrarily close to that of any given CAQS quantiser. Before proving Theorem 4.18, we need the following result, whose proof is straightforward and is therefore omitted.

**Lemma 4.17** Let $R \subset \mathbb{R}^n$, and $u, \rho \in \mathbb{R}$. If $(u, R)$ is QS, then $(\rho u, \rho R)$ is QS.

**Theorem 4.18** Let $d \in \mathbb{R}^n$ satisfy $d^T L^{-1} d > 0$ and consider $\beta$ and $\gamma$ as defined in (4.15). Then $|\beta| \pm \gamma > 0$. Let $\epsilon > 0$ satisfy

$$0 < \frac{|\beta| - \gamma}{|\beta| + \gamma} + \epsilon < 1,$$

and define $\rho \triangleq \frac{|\beta| - \gamma}{|\beta| + \gamma} + \epsilon$. Let $\sigma_0, u_0 \in \mathbb{R}$ satisfy $\beta u_0 > 0$ and

$$\beta u_0 - \gamma |u_0| < \sigma_0 < \rho(\beta u_0 + \gamma |u_0|).$$

Let $q : \mathbb{R}^n \to \mathbb{R}$ be a quantiser defined as in (4.23)–(4.26) and (4.28). Then, $q$ is QS.

**Proof.** Since $d^T L^{-1} d > 0$ and using Lemma 4.6, then $\gamma > 0$. From Lemma 4.8 then $|\beta| \pm \gamma > 0$. We next establish that $q$ is QS. Consider $R$ in (4.24). By Theorem 3.12 and the fact that $d^T L^{-1} d > 0$, we have that $(0, \hat{R})$ is QS. Since $\beta u_0 > 0$ and $|\beta| \pm \gamma > 0$, then $\beta u_0 - \gamma |u_0| > 0$ and from (4.44) then $\sigma_0 > 0$. Also, since $0 < \rho < 1$, multiplying the second inequality in (4.44) by $\rho^{-1} > 1$, and combining with the first inequality in (4.44), yields $\beta u_0 - \gamma |u_0| < \sigma_0 < \rho^{-1} \sigma_0 < \beta u_0 + \gamma |u_0|$. Then, from (4.28) and the fact that $d^T L^{-1} d > 0$, Theorem 3.12 shows that $(u_0, \mathcal{R}_0)$ is QS. Then, using Lemma 4.17 it follows from (4.25) and (4.26) that $(u_i, \mathcal{R}_i)$ and $(-u_i, -\mathcal{R}_i)$ are QS, for all $i \in \mathbb{Z}$. By Lemma 3.7, the result follows. □
Theorem 4.19 Let \( q_d : \mathbb{R}^n \to \mathbb{R} \) be a CAQS quantiser with direction \( d \in \mathbb{R}^n \). Then, \( \eta(q_d) = \eta^* \), where

\[
\eta^* = \inf \eta(q), \quad \text{subject to}
\]

\[
q \text{ is QS parallel-hyperplane with direction } d,
\]

and \( \eta(\cdot) \) denotes the density of a quantiser, as defined in (4.45).

**Proof.** Recall that the density of a quantiser depends only on its values and not on its regions. Then, considering (4.22), (4.23) and (4.25) in Theorem 4.16, we have to prove that \( \eta^* \), as defined in (4.46)–(4.47), coincides with the density of a quantiser having logarithmically spaced values with logarithmic base \( \rho = \frac{\beta - 1}{\beta + \gamma} \), with \( \beta \) and \( \gamma \) as defined in (4.15).

Let \( q \) be a QS parallel-hyperplane quantiser with direction \( d \). Then Theorem 3.14 shows that \( d^T L^{-1} d > 0 \). From Lemma 4.6, Lemma 4.8 and (4.15), then \( |\beta| > \gamma > 0 \). Let \( u_0, u_1 \in \mathbb{R} \) be adjacent quantisation values of \( q \), that is, \( u_0 \neq u_1 \) and \( q \) has no other quantisation values in the interval \( (\min\{u_0, u_1\}, \max\{u_0, u_1\}) \). Suppose, without loss of generality, that \( \beta u_0 > 0 \). Note that this implies that \( u_0 \neq 0 \). Let \( \mathcal{R}_0 \) and \( \mathcal{R}_1 \) denote the quantisation regions of \( q \) with corresponding values \( u_0 \) and \( u_1 \), respectively. Since \( q \) is QS, then Lemma 3.7 shows that \( (u_0, \mathcal{R}_0) \) and \( (u_1, \mathcal{R}_1) \) are QS. We next proceed to find the maximum separation between the adjacent values \( u_0 \) and \( u_1 \) of \( q \), subject to the constraints that \( (u_0, \mathcal{R}_0) \) and \( (u_1, \mathcal{R}_1) \) are QS. Since \( q \) is parallel-hyperplane with direction \( d \), we have

\[
\mathcal{R}_i = \bigcup_{a \in \mathcal{A}_i} \{ x \in \mathbb{R}^n : d^T x = a \},
\]

for \( i = 0, 1 \). Since \( (u_0, \mathcal{R}_0) \) is QS, \( d^T L^{-1} d > 0 \) and \( u_0 \neq 0 \), Theorem 3.12 imposes that

\[
\mathcal{A}_i \subseteq (\beta u_i - \gamma |u_i|, \beta u_i + \gamma |u_i|),
\]

for \( i = 0 \).

Claim A): \( \rho < u_1/u_0 < \rho^{-1} \), with \( \rho \) as defined in (4.22).

Proof of Claim A). Note that since \( |\beta| > \gamma > 0 \), then \( \rho > 0 \). Since \( u_0 \) and \( u_1 \) are adjacent, \( u_0 \neq 0 \) and \( q \) is QS, then \( u_1/u_0 \geq 0 \), since otherwise \( u_0 \) and \( u_1 \) would not be adjacent because \( 0 \) necessarily is a value of \( q \). Suppose for a contradiction that \( \rho \geq u_1/u_0 \). Since \( u_1/u_0 \geq 0 \), \( \beta u_0 > 0 \) and \( \rho \geq u_1/u_0 \), then

\[
\beta u_1 \leq \rho \beta u_0 \quad \text{and} \quad |u_1| \leq \rho |u_0|.
\]

Using (4.50), (4.22), and since \( \gamma > 0 \) and \( \beta u_0 > 0 \), we obtain

\[
\beta u_1 + \gamma |u_1| \leq \rho (\beta u_0 + \gamma |u_0|) = \beta u_0 - \gamma |u_0|.
\]
Let \( x \in \mathbb{R}^n \) satisfy \( d^T x = \beta u_0 - \gamma |u_0| \). From (4.48) and (4.49), it follows that \( x \not\in \mathcal{R}_0 \). If \( u_1 \neq 0 \), then Theorem 3.12 part 2) imposes (4.49) for \( i = 1 \) because \( (u_1, \mathcal{R}_1) \) is QS. Then, from (4.49) and (4.51), it follows that \( x \not\in \mathcal{R}_1 \). If \( u_1 = 0 \), then note that \( x \not\in \mathcal{R}_1 \) from Theorem 3.12 part 1) and since \( \beta u_0 - \gamma |u_0| > 0 \). Therefore, \( x \not\in \mathcal{R}_0 \) and \( x \not\in \mathcal{R}_1 \). Thus, let \( \mathcal{R}_2 \) be the quantisation region of \( q \) that contains \( x \) and let \( u_2 \) be its corresponding value. Since \( q \) is parallel-hyperplane, then \( \mathcal{R}_2 \) has the form (4.48) with \( i = 2 \). Since \( q \) is QS, then Lemma 3.7 shows that \( (u_2, \mathcal{R}_2) \) is QS. Since \( \beta u_0 - \gamma |u_0| > 0 \) and \( \beta u_0 - \gamma |u_0| \in A_2 \), then from Theorem 3.12 part 1), it follows that \( u_2 \neq 0 \). Then, Theorem 3.12 part 2) establishes (4.49) with \( i = 2 \). Since \( x \in \mathcal{R}_2 \), it follows that the first inequality in (4.52) yields

\[
\beta u_2 - \gamma |u_2| < \beta u_0 - \gamma |u_0| < \beta u_2 + \gamma |u_2|.
\] (4.52)

Since \( |\beta| > \gamma \) and \( \beta u_0 - \gamma |u_0| > 0 \), the second inequality in (4.52) implies that \( \beta u_2 > 0 \). Operating on the first inequality in (4.52) yields

\[
(|\beta| - \gamma)|u_2| < (|\beta| - \gamma)|u_0|.
\]

Therefore, since \( |\beta| > \gamma \), then \( |u_2| < |u_0| \), whence \( |\beta||u_2| < |\beta||u_0| \) and then \( \beta u_2 < \beta u_0 \). From (4.51) and (4.52), we have

\[
\beta u_1 + \gamma |u_1| \leq \beta u_0 - \gamma |u_0| < \beta u_2 + \gamma |u_2|,
\] (4.53)

whence \( \beta u_1 < \beta u_2 \). Note also that \( u_1/u_0 \geq 0 \) and \( \beta u_0 > 0 \) imply that \( \beta u_1 \geq 0 \). Therefore, we have \( 0 \leq \beta u_1 < \beta u_2 < \beta u_0 \) and hence \( \min\{u_0, u_1\} < u_2 < \max\{u_0, u_1\} \), showing that \( u_0 \) and \( u_1 \) are not adjacent, and reaching a contradiction. We have thus proved that \( \rho < u_1/u_0 \). The proof that \( u_1/u_0 < \rho^{-1} \) follows similar arguments. This concludes the proof of Claim A).

Claim A) proves that any two adjacent values \( u_0 \) and \( u_1 \) of a QS parallel-hyperplane quantiser necessarily satisfy

\[
|\beta| - \gamma < u_1/u_0 < |\beta| + \gamma
\]

Moreover, note that, for any \( \epsilon > 0 \) arbitrarily small, we can always build a logarithmic QS quantiser whose adjacent values satisfy

\[
|\beta| - \gamma + \epsilon < u_1/u_0 < \left(\frac{|\beta| - \gamma}{|\beta| + \gamma} + \epsilon\right)^{-1}
\]

using Theorem 4.18. Hence, it follows that the infimum density \( \eta^* \) is equal to the density of a logarithmic quantiser with base \( \rho = \frac{|\beta| - \gamma}{|\beta| + \gamma} \). This concludes the proof. \( \square \)

The link between CAQS quantisers and quantisation density given by Theorem 4.19 can be directly exploited to design static output feedback laws that employ a quantiser with infimum density, as the following theorem shows.
Theorem 4.20 Consider system (4.1) with a single output
\[ y(k) = Cx(k), \] (4.54)
where \( C \in \mathbb{R}^{1 \times n} \). Suppose that a linear feedback \( u = \alpha y \) exists that stabilises the single-input system (4.1) with the single-output (4.54), and that \( V(x) \), defined in (4.4), is a Lyapunov function for the linear closed-loop system \( x(k+1) = (A + \alpha BC)x(k) \). Let \( q_d \) be a CAQS quantiser with direction \( d = C^T \). Then \( \eta(q_d) = \eta^* \), where
\[ \eta^* = \inf \eta(q), \quad \text{subject to} \]
\[ q \text{ is such that } V \text{ is a Lyapunov function for } x(k+1) = Ax(k) + Bq(Cx(k)), \] (4.56)
and \( \eta(\cdot) \) denotes the density of a quantiser, as defined in (4.45).

Proof. Define \( q : \mathbb{R}^n \to \mathbb{R} \) by \( q(x) = \hat{q}(Cx) \). Since the range of \( q \), namely \( \hat{U}(q) \), satisfies \( \hat{U}(q) = \{ q(x) : x \in \mathbb{R}^n \} = \{ \hat{q}(a) : a \in \mathbb{R} \} = \hat{U}(\hat{q}) \), then \( \eta(q) = \eta(\hat{q}) \). Note also that \( q \) is parallel-hyperplane with direction \( d = C^T \). We can then rewrite (4.55)–(4.56) as
\[ \eta^* = \inf \eta(q), \quad \text{subject to} \]
\[ q \text{ is QS and parallel-hyperplane with direction } d = C^T. \] (4.57)
Using Theorem 4.19, the result follows. \( \square \)

The link between CAQS quantisers and quantisation density given by Theorem 4.19 can be exploited further to recover the result of Elia and Mitter (2001, Theorem 2.1), which derives the optimum quantisation density over all quantisers that are QS for a single-input system with respect to a given CLF.

Theorem 4.21 Consider the matrix \( M \) defined in (4.5), and let \( q_M \) be a CAQS quantiser with direction \( M \). Then,
\[ \eta(q_M) = \inf \eta(q), \quad \text{subject to} \]
\[ q \text{ is QS.} \] (4.59)
(4.60)

Proof. Note that we have to prove that \( \eta(q_M) \) is the solution to Problem 2.16 in Chapter 2, when we consider the single-input system (4.1). By Theorem 2.17 and Remark 2.20, it follows that we need to optimise density only over parallel-hyperplane quantisers with direction \( \alpha M \), where \( \alpha \in \mathbb{R} \). By Remark 4.3, then we need to optimise density only over parallel-hyperplane quantisers with direction \( M \). Therefore, we have
\[ \left( \begin{array}{c} \inf \eta(q), \quad \text{subject to} \\ q \text{ is QS} \end{array} \right) = \left( \begin{array}{c} \inf \eta(q), \quad \text{subject to} \\ q \text{ is QS parallel-hyperplane with direction } M \end{array} \right). \] (4.61)
By Theorem 4.19, the result then follows.

Theorem 4.21 shows that a CAQS quantiser with direction $M = A^T PB$ optimises density over all QS quantisers. In Theorem 2.1 of Elia and Mitter (2001), it is shown that a logarithmic parallel-hyperplane quantiser with direction $K_{GD}^T = -A^T PB(B^T PB)^{-1}$ optimises density over all QS quantisers. Recalling Remark 4.3 and since $0 \neq B^T PB \in \mathbb{R}$, it follows that a parallel-hyperplane quantiser with direction $M$ also has direction $K_{GD}^T$. Thus, Theorem 4.21 recovers the optimum density result in Theorem 2.1 of Elia and Mitter (2001).

We next verify that the expressions for the optimum quantisation density derived according to the results in this thesis and according to Elia and Mitter (2001) actually yield identical values. From (4.23) and (4.25) in Theorem 4.16, a CAQS quantiser with direction $d$ has a range $U$ satisfying

$$U = \{\rho^k u_0 : k \in \mathbb{Z}\} \cup \{-\rho^k u_0 : k \in \mathbb{Z}\} \cup \{0\},$$

where $\rho$ satisfies (4.22), with $\beta$ and $\gamma$ as in (4.15). By Theorem 2.12, then the density of a CAQS quantiser with direction $d$ is $2^{-\ln \rho}$. From Theorem 2.1 of Elia and Mitter (2001), the optimum density is $2^{-\ln \bar{\rho}}$, where

$$\bar{\rho} = \sqrt[\gamma]{\frac{B^T PAQ^{-1}A^T PB}{B^T PB} - 1},$$

with

$$Q = P - A^T PA + A^T PB(B^T PB)^{-1}B^T PA.$$  \hfill (4.64)

The following result then verifies that the density of a CAQS quantiser with direction $M$ coincides with the optimum density given in Theorem 2.1 of Elia and Mitter (2001).

**Theorem 4.22** Consider $\beta$ and $\gamma$, defined in (4.15), with $d = M$, where $M$ was defined in (4.5). Let $\rho$ be defined in (4.22). Then, $\rho = \bar{\rho}$, where $\bar{\rho}$ is given in (4.63) with $Q$ satisfying (4.64).

**Proof.** From (4.22), (4.15), and setting $d = M$, we have

$$\rho = \frac{|\beta| - \gamma}{|\beta| + \gamma} = \frac{|\beta|/\gamma - 1}{|\beta|/\gamma + 1} = \frac{\beta^2}{\gamma^2} \cdot \frac{1}{1 + \sqrt{\frac{\beta^2}{\gamma^2} - 1}} = \frac{\sqrt{M^T L^{-1} M}}{-H} - 1 - \frac{1}{1 + \sqrt{\frac{M^T L^{-1} M}{-H}} + 1}. \hfill (4.65)$$

Using (4.5), we can rewrite (4.64) as:

$$Q = M(B^T PB)^{-1}M^T - L.$$  

Using a matrix inversion formula yields

$$Q^{-1} = -[L^{-1} + L^{-1} M(B^T PB - M^T L^{-1} M)^{-1}M^T L^{-1}]$$
Then,
\[
\frac{B^T P A Q^{-1} A^T P B}{B^T P B} = \frac{M^T Q^{-1} M}{B^T P B} = \frac{-M^T L^{-1} M}{B^T P B} \left[ 1 + \frac{M^T L^{-1} M}{B^T P B - M^T L^{-1} M} \right] \\
= \frac{-M^T L^{-1} M}{B^T P B - M^T L^{-1} M} \\
= \frac{M^T L^{-1} M}{-H},
\]
(4.66)
where we have used (4.5). From (4.65) and (4.66), the result follows. \(\square\)

Theorem 4.22 thus verifies that the optimum density as given in Elia and Mitter (2001, Theorem 2.1) and the one corresponding to a CAQS quantiser with direction \(d = M\) are identical. When the given direction is \(M\) or a scalar multiple of it, then Theorem 4.18 becomes the state-space-based counterpart to the construction of quadratically stabilising logarithmic quantisers with density arbitrarily close to the infimum in Theorem 2.1 of Elia and Mitter (2001).

The fact that a CAQS quantiser with direction \(M\) optimises quantisation density can be derived directly by optimising density over QS parallel-hyperplane quantisers, as shown by the following result.

\textbf{Theorem 4.23} Consider the matrix \(M\) defined in (4.5), and let \(q_M\) be a CAQS quantiser with direction \(M\). Then,

\[
\eta(q_M) = \inf q, \quad \text{subject to} \quad q \text{ is QS and parallel-hyperplane.}
\]
(4.67)

\[
q = QS \text{ and parallel-hyperplane.}
\]
(4.68)

\textbf{Proof.} Note that \(\inf q\) subject to (4.68) is equivalent to

\[
\inf_{d \in \mathbb{R}^n, d \neq 0} \left( \inf q, \text{ subject to } q \text{ is QS and parallel-hyperplane with direction } d \right).
\]

Using Theorem 4.19, then \(\inf q\) subject to (4.68) is equivalent to

\[
\inf_{d \in \mathbb{R}^n, d \neq 0} \eta(q_d),
\]

where \(q_d\) is CAQS with direction \(d\). From Proposition 4.15, it follows that in order that \(q_d\) be CAQS, then \(d^T L^{-1} d > 0\). Hence, \(\inf q\) subject to (4.68) is equivalent to

\[
\inf_{d, d^T L^{-1} d > 0} \eta(q_d),
\]

where \(q_d\) is CAQS with direction \(d\). By Theorem 4.16, the range of \(q_d\), namely \(U(q_d)\), satisfies

\[
U(q_d) = \{ \rho^j u_0 : j \in \mathbb{Z} \} \cup \{ -\rho^j u_0 : j \in \mathbb{Z} \} \cup \{0\},
\]
with \(0 < \rho < 1\). Then, from Theorem 2.12 it follows that \(\eta(q_d) = -2/\ln \rho\). Minimising \(\eta(q_d)\) is then equivalent to minimising \(\rho = \frac{|j| - \gamma}{|j| + \gamma}\).
Since $d^T L^{-1} d > 0$ and, by Lemma 4.6 $H < 0$, then $\gamma$, defined in (4.15), is real and positive. Therefore,
\[
\frac{|\beta| - \gamma}{|\beta| + \gamma} = \frac{|\beta|/\gamma - 1}{|\beta|/\gamma + 1}.
\] (4.69)

Using Lemma 4.8, and since $\gamma > 0$, then $|\beta|/\gamma > 1$. The function $g(|\beta|/\gamma)$ defined by the right-hand side of (4.69) is strictly increasing for $|\beta|/\gamma \geq 1$ and hence minimising (4.69) is equivalent to minimising $|\beta|/\gamma$. In turn, this is also equivalent to minimising $\beta^2/\gamma^2$. From (4.15), it follows that
\[
f(d) \triangleq \frac{\beta^2}{\gamma^2} = \frac{d^T L^{-1} M M^T L^{-1} d}{-H d^T L^{-1} d}.
\] (4.70)

From Lemma 4.8, we have $|\beta| > \gamma$, even in the case when $d^T L^{-1} d = 0$. Hence, the infimum of (4.70) over $d^T L^{-1} d > 0$ cannot occur at a point $d_*$ satisfying $d_*^T L^{-1} d_* = 0$. Therefore, any $d_*$ that minimises (4.70) necessarily satisfies $\nabla f(d_*) = 0$. We have
\[
\nabla f(d_*) = 2\frac{(d_*^T L^{-1} d_*) L^{-1} M M^T L^{-1} d_* - (d_*^T L^{-1} M M^T L^{-1} d_*) L^{-1} d_*}{-H (d_*^T L^{-1} d_*)^2} = 0
\] (4.71)

From (4.71), then
\[
[(d_*^T L^{-1} d_*) M M^T L^{-1} - (d_*^T L^{-1} M M^T L^{-1} d_*) I] d_* = 0,
\] (4.72)

and hence
\[
\det [(d_*^T L^{-1} d_*) M M^T L^{-1} - (d_*^T L^{-1} M M^T L^{-1} d_*) I] =
\]
\[
(-d_*^T L^{-1} M M^T L^{-1} d_*)^n + (-d_*^T L^{-1} M M^T L^{-1} d_*)^{n-1}(d_*^T L^{-1} d_*) M M^T L^{-1} M = 0,
\] (4.73)

whence
\[
d_*^T L^{-1} M M^T L^{-1} d_* = (d_*^T L^{-1} d_*) M M^T L^{-1} M.
\] (4.74)

Substituting (4.74) into (4.72) and since $d_*^T L^{-1} d_* > 0$, yields
\[
[ M M^T L^{-1} - (M^T L^{-1} M) I] d_* = 0,
\]
and it follows that any $d_*$ that satisfies (4.71) necessarily has the form $d_* = \alpha M$, for some nonzero $\alpha \in \mathbb{R}$. Note that $f(\alpha d) = f(d)$ for all nonzero $\alpha \in \mathbb{R}$ and all nonzero $d \in \mathbb{R}^n$. In particular, $f(\alpha M) = f(M)$, for all nonzero $\alpha \in \mathbb{R}$. Let $S$ denote the bounded set $\{d \in \mathbb{R}^n : \|d\|_2 = \|M\|_2\}$ and let $f_S$ denote the restriction of $f$ to the set $S$. Note that given any nonzero $d \in \mathbb{R}^n$, $f(d) = f_S(\|M\|_2 d/\|d\|_2) = f_S(-\|M\|_2 d/\|d\|_2)$. Also, note then that $M$ is a minimiser of $f$ if and only if $M$ is a minimiser of $f_S$. The function $f_S$ is defined over the bounded set $D \triangleq \{d \in \mathbb{R}^n : \|d\|_2 = \|M\|_2, d^T L^{-1} d > 0\}$, is differentiable in $D$ and tends to infinity whenever $d$ approaches any point in the boundary of $D$ from within $D$. Since $f$, and hence $f_S$, is bounded below by 1, it follows that the only points of $f_S$ where its gradient vanishes, $M$ and $-M$, must correspond to a minimum of $f_S$. This proves that $d_* = M$ is a minimiser of (4.70) and the proof is concluded. \qed
As pointed out in Elia and Mitter (2001), there are an infinite number of ways to define a quantiser so that its density is optimal in the sense that it is the infimum over QS quantisers. The results in this chapter have shown that CAQS quantisers are among those quantisers whose density is optimal. In particular, CAQS quantisers are the ones whose quantisation regions are of the parallel-hyperplane form and contain at most one point at which the increment of the CLF $V(x) = x^TPx$ is nonnegative.

### 4.6 Example

Consider system (4.1) with the output $y = Cx$, where

$$A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 2 & 3 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} -1 \\ 2 \\ 1 \end{bmatrix}, \quad C^T = \begin{bmatrix} -1 \\ -1 \end{bmatrix}. \quad (4.75)$$

Next, consider the quadratic function $V(x) = x^TPx$, where

$$P = \begin{bmatrix} 34.0053 & -3.8006 & -18.8372 \\ -3.8006 & 14.3579 & 8.6933 \\ -18.8372 & 8.6933 & 15.0464 \end{bmatrix}. \quad (4.76)$$

The aim is to design an output quantizer, $q$, such that the resulting closed-loop system, $x(k+1) = Ax(k) + Bq(Cx(k))$, admits $V$ as a Lyapunov function. In addition, we would like the quantisation density of $q$ to be as low as possible. We will achieve this aim by employing Theorems 4.16, 4.18 and 4.20.

First, we can readily verify that the matrix $A$ is unstable and the pair $(A, B)$ is stabilisable (otherwise the whole stabilisation problem would be trivial). Next, note that the matrix $L = A^TPA - P$ is invertible, which is required in our approach. In addition, the feedback $u = \alpha y$ with $\alpha = 0.49$ stabilises the system, and $V$ is a Lyapunov function for the linear closed-loop system $x(k+1) = (A + \alpha BC)x(k)$. This enables application of Theorem 4.20. According to this theorem, the infimum quantisation density, $\eta^*$, over all output quantizers $q$ that render $V$ a Lyapunov function for the closed-loop system $x(k+1) = Ax(k) + Bq(Cx(k))$ coincides with that of a CAQS quantiser with direction $d = C^T$. We next compute this infimum quantisation density, $\eta^*$.

From Theorem 4.16, the quantisation values of a CAQS quantiser with direction $d = C^T$ satisfy (4.25), where $\rho$ satisfies (4.22). Using (4.15) with $d = C^T$ and (4.5), we obtain

$$\gamma = 0.1698, \quad \beta = 2.0376, \quad \frac{|\beta| - \gamma}{|\beta| + \gamma} = 0.8462.$$  

By Theorem 2.12, the quantisation density of such a quantiser is $-2/\ln 0.8462$. It then follows that the infimum quantisation density over all output quantisers that render the given $V$ a Lyapunov function for...
the resulting closed-loop system is given by

\[ \eta^* = \frac{-2}{\ln 0.8462} = 11.9752. \]

Having computed the infimum quantisation density \( \eta^* \), we will next construct the required output quantiser. Recall that the composition of the output equation \( y = Cx \) and the output quantiser \( u = \hat{q}(y) \) yields \( u = \hat{q}(Cx) = q(x) \), where \( q \) is a parallel-hyperplane quantiser with direction \( d = C^T \). As we have previously explained, a CAQS quantiser may not quadratically stabilise the system because each of its quantisation regions may contain a point where the increment of \( V \) is nonnegative. However, we may construct a QS quantiser having a density arbitrarily close to \( \eta^* \) by means of Theorem 4.18. We thus select \( \epsilon = 0.0038 \), yielding

\[ \rho = \frac{\|\beta\| - \gamma}{\|\beta\| + \gamma} + 0.0038 = 0.85. \]

We will next construct a QS parallel-hyperplane quantiser \( q \) with direction \( d = C^T \) and with density \( \eta(q) = -2/\ln 0.85 = 12.3063 \). From Theorem 4.18, the required quantiser, \( q \), satisfies (4.23)–(4.26), and (4.28). We choose \( u_0 = 1 \), so that \( \beta u_0 > 0 \), and \( \sigma_0 = 1.87 \), so that (4.44) is satisfied. Finally, we choose the form (4.28b) for \( R \).

Having constructed \( q \), note that the required output quantiser \( \hat{q} \) is then given by \( \hat{q}(Cx) = q(x) \). Figure 4.2 depicts the output quantiser \( \hat{q} \).

![Figure 4.2: Input \( u = \hat{q}(Cx) \) as a function of \( Cx \) with \( u_0 = 1 \), \( \sigma_0 = 1.87 \) and \( \rho = 0.85 \).](image)

We simulated the closed-loop system \( x(k + 1) = Ax(k) + B\hat{q}(Cx(k)) \) from the initial condition \( x(0) = [1.015 \ 1.015 \ 1.015]^T \). Figure 4.3 (a) shows the evolution of the components of the state vector and Figure 4.3 (b) the evolution of the input and CLF. Note from Figure 4.3 (b) that the values \( V(x(k)) \) decrease to zero as \( k \) increases, a consequence of the fact that the output quantiser \( \hat{q} \) renders \( V \) a Lyapunov function for the closed-loop system.
4.7 Chapter Summary

In this chapter, we have dealt with quadratic stabilisation of single-input systems by means of quantised static feedback. We have explored the concept of quantiser coarseness from a state-space standpoint. We followed the intuitive idea that the quantisation regions of a coarse quantiser must be as large as possible within the constraints of interest. These constraints refer to the fact that we seek quantisers that are able to quadratically stabilise a system with respect to a given CLF. We have defined CAQS quantisers and analysed connections with the standard concept of quantisation density. We have shown that a CAQS quantiser with direction $d$ optimises quantisation density over all parallel-hyperplane quantisers with direction $d$ that are quadratically stabilising with respect to the given CLF. We have also shown how CAQS quantisers can be employed to design quadratically stabilising static output feedback laws that utilise quantisers of infimum density. In addition, we have recovered a result of Elia and Mitter on infimum quantisation density through the use of CAQS quantisers.

In conclusion, this chapter has derived precise connections for single-input systems between quantisers whose quantisation regions are as large as possible and quantisers having quantisation values as separated as possible. Our derivations were made possible by imposing a specific structure on the quantisers considered, namely parallel-hyperplane quantisers.
Chapter 5

Quantisation Density and Multiple-input Systems: A Special Case

5.1 Overview

In the first part of Chapter 3, we have derived necessary and sufficient conditions for quantisers of a specific form to quadratically stabilise a given multiple-input system with respect to a given CLF. We have considered quantisers formed by linear operations and a “reduced-dimension” quantiser. The key feature of the quantisers considered is that the reduced-dimension quantisers operate between spaces having the minimum dimension possible.

In this chapter, we focus on the case when the reduced-dimension quantiser operates between one-dimensional spaces. In this setting, we will derive the infimum density over all quantisers that quadratically stabilise a system with respect to a given CLF. The derivation of this infimum density will require results from previous chapters, including Chapter 4, where we have dealt with single-input systems.

We will show that the infimum density problem considered in this chapter is a special case of a problem considered in Elia and Frazzoli (2002). We will also show, by means of a numerical example, that Theorem 1 of Elia and Frazzoli (2002) is incorrect. Our result will then provide a partial replacement for Theorem 1 of Elia and Frazzoli (2002).
5.2 Problem Statement

As in previous chapters, we consider a system of the following form

\[ x(k+1) = Ax(k) + Bu(k), \quad (5.1) \]

where \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, x(k) \in \mathbb{R}^n \) and \( u(k) \in \mathbb{R}^m \). We assume that \( A \) is unstable, \( B \) has full column rank and \((A, B)\) is stabilisable.

The problem that we address in this chapter is the derivation of the infimum quantisation density over all symmetric QS quantisers that have the form \( q(x) = w\tilde{q}(d^Tx) \), with \( w \in \mathbb{R}^m, d \in \mathbb{R}^n \) and \( \tilde{q} : \mathbb{R} \to \mathbb{R} \). We formulate this problem more precisely as follows.

**Problem 5.1** Given system (5.1) and a CLF

\[ V(x) = x^TPx, \quad \text{where } P = P^T > 0, \quad (5.2) \]

such that the matrix

\[ L \triangleq A^TPA - P \quad (5.3) \]

is invertible, solve

\[ \eta^* = \inf \eta(q), \quad \text{subject to:} \quad (5.4) \]

**C1)** There exist \( w \in \mathbb{R}^m, d \in \mathbb{R}^n \) and a quantiser \( \tilde{q} : \mathbb{R} \to \mathbb{R} \) such that \( q(x) = w\tilde{q}(d^Tx) \), for all \( x \in \mathbb{R}^n \).

**C2)** \( q \) is QS with respect to \( V \),

**C3)** \( q(x) = -q(-x) \) for all \( x \in \mathbb{R}^n \),

and where \( \eta(q) \) denotes the quantisation density of \( q \).

We thus consider the setting of Figure 5.1. In Chapter 3, Theorem 3.2 states that the lowest possible value of the dimension \( p \) for a feedback of the form \( q(x) = W\tilde{q}(D^Tx) \) with \( W \in \mathbb{R}^{m \times p} \) and \( D \in \mathbb{R}^{n \times p} \) to be QS is the number of positive eigenvalues of the matrix \( L \) in (5.3). Moreover, recalling Remark 3.3, we know that \( L \) necessarily has one nonnegative eigenvalue because system (5.1) is open-loop unstable.
Therefore, solving Problem 5.1 is meaningful only when the given CLF (5.2) is such that $L$ in (5.3) has only one positive eigenvalue, or else there would not exist any quantiser $q$ satisfying constraints C1–C3). This follows because, from C1), we seek QS quantisers of the form $q(x) = wq(d^T x)$, with $w \in \mathbb{R}^{m \times 1}$ and $d \in \mathbb{R}^{n \times 1}$.

### 5.3 Problem Solution

From Theorem 3.14, it follows that a quantiser $\hat{q} : \mathbb{R} \to \mathbb{R}$ that causes $q(x) = wq(d^T x)$ to be QS exists if and only if $d^T L^{-1} d > 0$ and $-w^T H w > 0$, with $L$ as in (5.3), and

\[
M \triangleq A^T PB \quad \text{and} \quad H \triangleq B^T PB - M^T L^{-1} M. \tag{5.5}
\]

In addition, the quantiser $\hat{q}$ has to satisfy the conditions of Theorem 3.17. We may thus recast constraint C2) of Problem 5.1 as follows:

C2) The vectors $w \in \mathbb{R}^m$ and $d \in \mathbb{R}^n$ satisfy $d^T L^{-1} d > 0$ and $-w^T H w > 0$, and the quantiser $\hat{q}$ satisfies the conditions of Theorem 3.17, with $M$ and $H$ as defined in (5.5).

Figure 5.1 shows that, conceptually, there exists a single-input system between the fictitious input $\bar{u}$ and the state $x$. This observation motivates us to divide Problem 5.1 into the following two subproblems. First, we assume that some “feasible” $w \in \mathbb{R}^m$ is given and consider the following single-input system:

\[
x(k + 1) = Ax(k) + B\bar{u}(k), \quad \bar{B} = Bw. \tag{5.6}
\]

The results of Chapter 4 can be used to obtain the infimum quantisation density for this single-input system over all quantisers of the form $\tilde{q}(d^T x)$ that are QS with respect to the given CLF. The resulting infimum density is a function of the input matrix $\bar{B} = Bw$ and hence a function of $w$. Second, we optimise density over all “feasible” vectors $w \in \mathbb{R}^m$. We next show that this procedure indeed leads to the solution to Problem 5.1.

Let $\tilde{q} : \mathbb{R}^n \to \mathbb{R}$ be the quantiser defined by $\tilde{q}(x) \triangleq \tilde{q}(d^T x)$ for all $x \in \mathbb{R}^n$. Then, we have $q(x) = w\tilde{q}(d^T x) = w\tilde{q}(x)$. If $w \neq 0$, then Lemma 2.15 shows that $\eta(q) = \eta(\tilde{q})$. We can then divide Problem 5.1 into the following two subproblems.

**Subproblem 1** For a given $w \in \mathbb{R}^m$ and CLF $V$ as in (5.2), where the number of positive eigenvalues of the matrix $L$ in (5.3) is 1, solve

\[
\eta_w = \inf \eta(\tilde{q}), \quad \text{subject to:}
\]

C1’) There exists $d \in \mathbb{R}^n$ and a quantiser $\tilde{q} : \mathbb{R} \to \mathbb{R}$ such that $\tilde{q}(x) = \tilde{q}(d^T x)$ for all $x \in \mathbb{R}^n$.

C2’) The vector $d \in \mathbb{R}^n$ satisfies $d^T L^{-1} d > 0$, and the quantiser $\tilde{q}$ satisfies the conditions of Theorem 3.17.
C3') 
\[ q(x) = -q(-x) \text{ for all } x \in \mathbb{R}^n. \]

**Subproblem 2**

\[ \eta^* = \inf \eta_w, \quad \text{subject to:} \]

- \[ w \in \mathbb{R}^m, \text{ and } -w^T H w > 0, \]

and where \( \eta_w \) is the solution to Subproblem 1.

The solution to Subproblem 2 is also the solution to Problem 5.1.

**Remark 5.2** At this point, we can straightforwardly note that the solution to Problem 5.1 is the density of a single-input system of the form (5.6), derived from the given multiple-input system (5.1). This fact is imposed by the constraints of the problem and does not necessarily imply that the solution to Problem 5.1 is the infimum density over all quantisers that are QS with respect to the given CLF. In other words, even if the given CLF is such that \( \mathcal{L} \) has only one positive eigenvalue, we are imposing the additional constraint that we optimise density only over quantisers \( q : \mathbb{R}^n \rightarrow \mathbb{R}^m \) involving a one-dimensional reduced-dimension quantiser \( \hat{q} \).

### 5.3.1 Solution to Subproblem 1

Note that \( w \) in Subproblem 1 is fixed. Therefore, \( \eta_w \) is the infimum density over all QS quantisers \( \hat{q} \) for the single-input system (5.6). We have dealt with the optimisation of quantisation density for single-input systems in Chapter 4. Then, we may apply the results of Chapter 4 to find \( \eta_w \). First, we must bear in mind that the results of Chapter 4 will be applied to the single-input system (5.6), and hence \( B \) must be replaced by \( \hat{B} \), yielding \( \hat{M} = \hat{A}^T P \hat{B} = M w \) and \( \hat{H} = \hat{M}^T L^{-1} \hat{M} - \hat{B}^T P \hat{B} = w^T H w \).

Theorem 4.21 then shows that \( \eta_w \) is the density of a CAQS quantiser with direction \( d = \hat{M} = M w \), and from Theorem 4.16 and Theorem 2.12, we have

\[ \eta_w = -2/ \ln \frac{|\beta(w)| - \gamma(w)}{|\beta(w)| + \gamma(w)}, \quad (5.7) \]

where

\[ \beta(w) \triangleq w^T M^T L^{-1} M w = M^T L^{-1} M, \quad \gamma(w) \triangleq \sqrt{-w^T H w \beta(w)} = \sqrt{-\hat{H} \beta(w)}, \quad (5.8) \]

\( L \) was defined in (5.3), and \( M \) and \( H \) in (5.5).

### 5.3.2 Solution to Subproblem 2

We are now ready to state the main result of the chapter:
\begin{align*}
\text{Theorem 5.3} \quad & \text{The solution to Subproblem 2, and hence to Problem 5.1, is given by} \\
\eta^* &= -2/\ln \frac{\beta(w^*) - \gamma(w^*)}{\beta(w^*) + \gamma(w^*)} \quad \text{where} \\
w^* &= (B^T PB)^{-1/2} v^*, \\
(5.9) & \quad (5.10)
\end{align*}

$\beta$ and $\gamma$ are defined in (5.8), and $v^*$ is an eigenvector corresponding to the greatest eigenvalue of the matrix

\begin{align*}
(B^T PB)^{-1/2} M^T L^{-1} M(B^T PB)^{-1/2}, \\
(5.11)
\end{align*}

with $L$ as defined in (5.3) and $M$ as in (5.5).

\textbf{Proof.} Since the density of a quantiser is always nonnegative, we have $\eta_w \geq 0$ and thus any optimiser of Subproblem 2 is also an optimiser of [see (5.7)]

\begin{align*}
\inf \frac{[\beta(w) - \gamma(w)]}{[\beta(w)] + \gamma(w)},
(5.12)
\end{align*}

subject to $w^T H w < 0$. From (5.5), and since $P > 0$ and $B$ has full column rank, then $w^T H w < 0$ implies that $w^T M^T L^{-1} M w > 0$ and hence $\beta(w) > 0$ [see (5.8)]. Then, $\gamma(w) \neq 0$ and (5.12) is equivalent to

\begin{align*}
\inf \frac{\beta(w)/\gamma(w) - 1}{\beta(w)/\gamma(w) + 1},
(5.13)
\end{align*}

Also, we have $\gamma^2(w) = -w^T H w \beta(w) = [\beta(w) - w^T B^T PB w] \beta(w)$ and then $\gamma^2(w) < \beta^2(w)$. Combining this last inequality with the fact that $\beta(w) > 0$ and $\gamma(w) > 0$ whenever $w^T H w < 0$, then $\beta(w) > \gamma(w) > 0$, and thus $\beta(w)/\gamma(w) > 1$ whenever $w^T H w < 0$. Since the expression to be optimised in (5.13), considered as a function of $\beta(w)/\gamma(w)$, is increasing for $\beta(w)/\gamma(w) > 1$, then any optimiser is also an optimiser of $\inf \beta(w)/\gamma(w)$, which in turn is an optimiser of

\begin{align*}
\inf \frac{\beta^2(w)}{\gamma^2(w)} = \inf \frac{w^T M^T L^{-1} M w}{w^T M^T L^{-1} M w - w^T B^T PB w}, \\
(5.14)
\end{align*}

subject to $w^T H w < 0$. Since $w^T B^T PB w > 0$, (5.14) is equivalent to

\begin{align*}
\inf \frac{w^T M^T L^{-1} M w}{w^T M^T L^{-1} M w - w^T B^T PB w},
(5.15)
\end{align*}

and since $w^T H w < 0$, using (5.5) then $w^T M^T L^{-1} M w > 1$ and any optimiser of (5.15) is also an optimiser of

\begin{align*}
\sup \frac{w^T M^T L^{-1} M w}{w^T B^T PB w},
(5.16)
\end{align*}

Let $v = (B^T PB)^{1/2} w$ and substitute into (5.16) to obtain

\begin{align*}
\sup \frac{v^T (B^T PB)^{-1/2} M^T L^{-1} M (B^T PB)^{-1/2} v}{v^T v},
(5.17)
\end{align*}

Note that any optimiser $v^*$ of (5.17) is an eigenvector corresponding to the greatest eigenvalue of the matrix (5.11). Therefore, $w^* = (B^T PB)^{-1/2} v^*$ and the result follows. \qed
Remark 5.4 Theorem 5.3 solves a quantisation density optimisation problem over all QS quantisers that involve a one-dimensional reduced-dimension quantiser \((q)\), when the CLF is given and is such that the matrix \(L\) in (5.3) has only one positive eigenvalue. As anticipated in Remark 5.2, the solution to Problem 5.1 is the infimum density of a single-input system derived from the original multiple-input system. This single-input system is system (5.6) with \(w = w^*\). Optimising the solution to Problem 5.1 over all quadratic CLFs that are such that \(L\) has only one positive eigenvalue yields the result in Theorem 2.2 of Elia and Mitter (2001). It is important to interpret the correct meaning of the infimum density so derived for the multiple-input system considered. This density is the infimum over all CLFs such that \(L\) has only one positive eigenvalue, provided we impose the additional constraint that the QS quantisers (over which density is optimised) have values in a one-dimensional subspace of the input space. This resulting density only depends on the unstable eigenvalues of \(A\), that is, it is independent of the input matrix \(\hat{B} = Bw\), so long as \((A, Bw)\) is stabilisable.

5.4 Relationship to a Similar Claim in the Literature

In this section, we review Theorem 1 of Elia and Frazzoli (2002) in order to be able to compare that claim to the one above.

Elia and Frazzoli (2002) define a CLF of the form \(V(x) = x^T P x\) to be of Type \(J\) if the number of strictly positive eigenvalues of the matrix \(L = A^T P A - P\), defined in (5.3), is \(J\). Then, the CLF considered in this chapter is of Type 1. For simplicity, we next restate Theorem 1 in p. 183 of Elia and Frazzoli (2002) using the current notation.

Theorem 5.5 (Theorem 1 in p. 183 of Elia and Frazzoli (2002)) Let \(V(x) = x^T P x\), \(P > 0\), be a CLF of Type 1 for system (5.1). Then \(V(x)\) is also a CLF for the single-input system (5.6) obtained by replacing \(B\) with \(\hat{B} = B w^h\) where \(w^h = (B^T P B)^{-1} B^T P A v^h\), and \(v^h\) denotes the eigenvector associated with the only positive eigenvalue of \(L = A^T P A - P\). Moreover the coarsest (infimum density) quantiser for system (5.1) with respect to such a \(V\) is given by

\[
q(x) = w^h \hat{q}(x)
\]

where \(\hat{q}(x)\) is the coarsest quantiser for system (5.6) with \(w = w^h\).

According to this theorem, the infimum density \(\eta^h \triangleq \eta(\hat{q})\) can be obtained from Elia and Mitter (2001) as:

\[
\eta^h = -2/ \ln \rho, \quad (5.18)
\]

where

\[
\rho = \sqrt{\frac{B^T P A Q^{-1} A^T P B}{B^T P B}} - 1
\]

+ 1, \quad (5.19)
\[ Q = P - A^T P A + \frac{A^T P B B^T P A}{B^T P B}, \quad \text{(5.20)} \]

with \( \bar{B} = Bw^\dagger \).

In the next section, we show that the result of Theorem 1 of Elia and Frazzoli (2002) is incorrect, and we show to what extent the solution to Problem 5.1 replaces that result.

### 5.5 Comparison of Results

In this section, we compare the solution to Problem 5.1 obtained in Theorem 5.3 with the claim in Theorem 1 of Elia and Frazzoli (2002) (Theorem 5.5 above) by means of a numerical example. Let system (5.1) be defined with matrices

\[
A = \begin{bmatrix} 2 & 1 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix},
\]

and consider the CLF \( V(x) = x^T P x \), where

\[
P = \begin{bmatrix} 1744 & 3901 & -4574 \\ 3901 & 8809 & -10356 \\ -4574 & -10356 & 12187 \end{bmatrix}.
\]

Note that \( P = P^T \), and \( P > 0 \) since the eigenvalues of \( P \) are approximately 1, 25 and 22714. The eigenvalues of the matrix \( L \) defined in (5.3) are approximately \(-253\), \(-1\) and 146756, showing that \( L \) has only one positive eigenvalue and is invertible. According to Elia and Frazzoli (2002), then \( V(x) \) is a CLF of Type 1.

Evaluating \( \eta^* \) according to Theorem 5.3, that is, according to (5.9) and (5.10), gives

\[
\eta^* = -2 / \ln 0.9318 \approx 28.3, \quad \text{with} \quad w^* = \begin{bmatrix} 0.712 \\ 0.7022 \end{bmatrix}^T.
\]

Also, the same result is obtained by means of (5.18)–(5.20), with \( \bar{B} = Bw^* \). If we evaluate the density using Theorem 5.5, that is, according to Theorem 1 of Elia and Frazzoli (2002), we obtain

\[
w^b = \begin{bmatrix} -0.8509 \\ 0.5254 \end{bmatrix}^T,
\]

and the argument of the square root in (5.19) is negative, approximately equal to \(-7.2773\), which results in an inconsistent (complex) value of the density. Note also that in this case, \( V(x) = x^T P x \) is not a CLF for the single-input system (5.6) with \( \bar{B} = Bw^\dagger \), since \( Q \) in (5.20) is not positive definite. The reason for this inconsistency seems to stem from the fact that, in the proof of Theorem 1 of Elia and Frazzoli
(2002), the authors study the increment of $V$ only along the direction of the eigenvector corresponding to the positive eigenvalue of $L = A^T PA - P$.

We have thus shown that Theorem 1 of Elia and Frazzoli (2002) is incorrect. The solution to Problem 5.1, given by Theorem 5.3, replaces Theorem 1 of Elia and Frazzoli (2002) only partially. This is so because, as we have previously mentioned in Remark 5.2, we are imposing the additional constraint that quantisation density be optimised over QS quantisers that have levels in a one-dimensional subspace. On the other hand, Theorem 1 of Elia and Frazzoli (2002) claims that, given a CLF of Type $1$ and imposing no additional constraints, the infimum density over all QS quantisers for the given multiple-input system corresponds to the infimum density for a single-input system derived from the original multiple-input system. Therefore, Theorem 1 of Elia and Frazzoli (2002) claims that, given a CLF of Type $1$, the infimum density over all QS quantisers for the given multiple-input system corresponds to the density of a quantiser that has levels in a one-dimensional subspace. Although intuitively this may seem to be the case, at this point we have no proof that such a claim is true (recall also Remark 2.21 in Chapter 2).

Elia and Frazzoli (2002) interpret their Theorem 1 by stating that the results of Elia and Mitter (2001) for single-input systems cannot be improved by the presence of more than one input, when the given CLF is of Type $1$. We emphasise that we still have no proof of this claim, though it intuitively seems to be true. Elia and Frazzoli (2002) also derive lower bounds on the infimum density with respect to CLFs of Type $2$. These latter results are not affected by the fact that their results for CLFs of Type $1$ are incorrect. However, one would have to stress, when referring to the lower bounds derived by Elia and Frazzoli (2002), that they are valid only over CLFs of Type $2$. Similar considerations have to be born in mind for the results of Elia (2002), as well.

5.6 Chapter Summary

We have derived a new result on infimum quantisation density for linear time-invariant multiple-input systems that can be stabilised using a one-dimensional subspace of the input space. Specifically, we have derived the infimum density over all quantisers that have levels in a one-dimensional subspace and are QS with respect to a given CLF. The infimum density derived was shown to differ from a previously published claim (Elia and Frazzoli, 2002, Theorem 1). This discrepancy was explored by means of a numerical example that shows that the previously published claim is incorrect. This previously published claim also suggests that the infimum density over all quantisers that are QS with respect to a given CLF of a specific type corresponds to the infimum density for a single-input system derived from the original multiple-input system. Whether this latter claim is true or not still remains unanswered.
Part II

Componentwise Ultimate Bounds for Perturbed Systems
Chapter 6

Componentwise Ultimate Bounds for Quantised Systems

6.1 Introduction

6.1.1 Overview of Part II

Part I of the thesis dealt with quadratic stabilisation by means of static feedback employing quantisers. In order to quadratically stabilise a given system by means of such feedback, quantisers having an infinite number of levels were needed. In addition, the required quantisers needed increasingly greater precision towards the origin. For scalar quantisers, these requirements were met by, so-called, logarithmic quantisers.

When quantisers do not have increasingly greater precision towards the origin, asymptotic stabilisation of an open-loop unstable system is not possible, even if the quantisers still have an infinite number of levels (like, for example, uniform quantisers). In this case, however, global practical stabilisation of the system may be possible, that is, any arbitrary initial state may evolve into a bounded region containing the origin. The size of this bounded region is a measure —though not the only one— of the system performance. A typical setting where estimating the size of this bounded region is of interest is when estimating the effects of quantisation on steady-state error specifications in digital control systems (Miller et al., 1989).

When nonlinearities such as quantisers are present, the computation of the smallest bounded region to which the state of the system asymptotically converges is a difficult task. Therefore, different methods exist that obtain bounds on this region (Yakowitz and Parker, 1973; Green and Turner, 1988; Miller et al., 1989; Farrell and Michel, 1989). A feature that is common to all these works is that a quantised signal is regarded as a perturbed copy of the corresponding unquantised signal. This viewpoint contrasts with...
that adopted in Part I of the thesis, and gives the impression that disregarding the precise information provided by a quantised signal must necessarily lead to conservativeness in the approach. However, Fu and Xie (2005) have shown that for single-input systems, regarding a logarithmic quantiser as a sector-bound nonlinearity (and hence disregarding precise information on the system state) is not a conservative approach in the context of quadratic stabilisation of discrete-time linear systems.

In this part of the thesis, we regard a quantised variable as a perturbed copy of the unquantised variable. This approach turns a system involving quantisers into a perturbed system. Our goal is then to derive ultimate bounds for perturbed systems. We deal with continuous-time, discrete-time and sampled-data systems and aim to obtain ultimate bounds that are as tight as possible. A key feature of our approach is that we seek componentwise ultimate bounds on the system state. Our approach is motivated by the work of Yakowitz and Parker (1973), who obtained componentwise ultimate bounds on the system state by analysing the Jordan canonical form of the system evolution matrix. This work dealt with discrete-time linear time-invariant systems affected by uniform quantisation.

In this chapter, we provide a number of extensions of the approach of Yakowitz and Parker (1973). Specifically, we derive componentwise global ultimate bounds for discrete-time and sampled-data systems involving different types of quantisers. A very important feature of our results is that they can directly accommodate feedback schemes where quantisers of different characteristics and/or types affect different signals in the same system. We further show that our results have application in a recently analysed setting aimed at efficiently utilising available data-rate in networked control systems.

In Chapter 7, we will consider discrete- and continuous-time perturbed systems with more general componentwise perturbation bounds. We will also derive componentwise ultimate bounds for these systems but the global feature of the bounds will be lost. This latter extension of the approach to more general perturbation bounds allows the application of the method to a class of nonlinear systems. We will demonstrate this via several examples.

6.1.2 Ultimate Bound Computation Tools

A standard tool for computing ultimate bounds is based on the use of Lyapunov functions (see, for example, Khalil, 2002, §9.2). This approach is very general and powerful although there is an inherent difficulty associated with the selection of a suitable Lyapunov function. For linear systems, however, quadratic Lyapunov functions can be easily computed and ultimate bounds can be obtained in the form of balls by using the system state 2-norm. This approach is based on bounding the norm of the perturbation and may lead to conservative bounds if information on the perturbation structure is lost when bounding its norm.

A closely related approach to estimate ultimate bounds is via the input-to-state stability (ISS) framework for systems with disturbances (Sontag, 1989; Sontag and Wang, 1995; Jiang and Wang, 2001).
Using this framework, ultimate bounds on the system state trajectories as a function of the disturbance bound can be computed using the system disturbance-to-state asymptotic gain. This gain can be obtained, for example, from a Lyapunov-like characterisation of ISS. As is the case with the Lyapunov-function-based approach, the ISS approach also requires a bound on the norm of the perturbation.

A different approach to estimate ultimate bounds for perturbed continuous-time linear time-invariant (LTI) systems was introduced in Kofman (2005). The latter work derived a closed-form ultimate bound formula based on componentwise analysis of the system in modal coordinates. The result of Kofman (2005) requires componentwise constant perturbation bounds and exploits the system geometry as well as the perturbation structure without utilising a bound on the norm of the perturbation. The examples in Kofman (2005) show that the bounds provided by this method may, in some cases, be much tighter than those obtained by means of the Lyapunov-function-based approach using quadratic functions. The results of Kofman (2005) apply to continuous-time LTI systems and cannot be directly applied to discrete-time or sampled-data systems.

The approach of Kofman (2005) can be seen as the continuous-time counterpart to that of Yakowitz and Parker (1973). The results derived in both works can be applied only to perturbed systems having constant perturbation bounds. However, Kofman (2005) suggests a possible extension of the approach to continuous-time systems with state-dependent perturbation bounds.

In the remainder of this chapter, we derive componentwise ultimate bounds for quantised discrete-time and sampled-data systems. Our approach is based on the analysis of the system dynamics in modal coordinates. In this sense, our results for discrete-time systems can be regarded as extensions of the results of Yakowitz and Parker (1973).

A strong motivation for considering sampled-data systems involving quantisation arises in the control of systems over communication networks (see Antsaklis and Baillieul, Guest Eds., 2004, and the references therein). Quantised sampled-data systems, where a continuous-time plant is controlled via some controller through the use of quantisers and sample and hold devices, have been considered explicitly in, for example, Elia and Mitter (2001); Ishii and Francis (2002b, 2003); Ishii et al. (2004); Ishii and Başar (2005); Fu and Hara (2005). Most of these works deal with the design of quantised control strategies to achieve different objectives in sampled-data systems. Our focus in this part of the thesis is on the analysis, rather than on the design, of a given quantised sampled-data scheme in terms of the computation of componentwise ultimate bounds on the state trajectories.

The remainder of the chapter is organised as follows. In §6.1.3, we introduce notation and some preliminary tools that will be used in the sequel. In §6.2, we present the quantised discrete-time and sampled-data schemes that we consider. In §6.3, we derive the perturbation bounds to utilise when different types of quantisers are employed. In §6.4, we derive componentwise ultimate bounds for the schemes considered. In §6.5, we apply the previous results to several examples. We conclude this chapter in §6.6.
6.1.3 Notation and Preliminary Tools

Notation

If \( M \) is a matrix with (real or complex) entries \( M_{i,j} \), then \( |M| \) and \( \Re(M) \) denote its elementwise magnitude and real part, respectively, that is, \( |M| \) is the matrix with entries \( |M_{i,j}| \) and \( \Re(M) \), the one with entries \( \Re(M_{i,j}) \).

If \( x, y \in \mathbb{R}^n \), then \( x \preceq y \) and \( x \succ y \) denote the sets of componentwise inequalities \( x_i \leq y_i \) and \( x_i < y_i \), respectively, for \( i = 1, \ldots, n \), and similarly for \( x \succeq y \) and \( x \succcurlyeq y \). The expression \( 'x \not\preceq y' \) is used as equivalent to \( 'x \preceq y \) is not true’. Thus, \( x \not\preceq y \) does not necessarily imply that \( x \succ y \).

If \( M, N \in \mathbb{R}^{m \times n} \), then \( M \preceq N, M \prec N, M \succeq N \) and \( M \succcurlyeq N \) also denote the corresponding componentwise inequalities.

According to these definitions, it is easy to show that\(^1\)

\[
\begin{align*}
|x + y| & \leq |x| + |y|, \quad |Mx| \leq |M| \cdot |x|, \\
|x| \preceq |y| & \Rightarrow |M| \cdot |x| \preceq |M| \cdot |y|,
\end{align*}
\]

whenever \( x, y \in \mathbb{C}^n \) and \( M \in \mathbb{C}^{m \times n} \).

\( \mathbb{R}^n_+ \) and \( \mathbb{R}^n_{+,0} \) denote the sets of vectors in \( \mathbb{R}^n \) with positive and nonnegative components, respectively. Consequently, if \( x \in \mathbb{R}^n \) then \( x \in \mathbb{R}^n_+ \Leftrightarrow x > 0 \) and \( x \in \mathbb{R}^n_{+,0} \Leftrightarrow x \succeq 0 \). Similarly for \( \mathbb{R}^{m \times n}_+ \) and \( \mathbb{R}^{m \times n}_{+,0} \).

\( 1_n \) denotes the vector in \( \mathbb{R}^n \) all of whose components are equal to 1.

\( \rho(\cdot) \) denotes the spectral radius of a square matrix.

For \( x, y \in \mathbb{R}^n \), we use the notation \( \max\{x, y\} = z \) to denote the vector \( z \in \mathbb{R}^n \) with components \( z_i = \max\{x_i, y_i\} \), for \( i = 1, \ldots, n \).

Ultimate Boundedness

Since our results aim at exploiting the system and perturbation structures, we employ a nonstandard definition of ultimate boundedness that is better suited to this goal. We next provide a standard definition of ultimate boundedness, adapted from Khalil (2002), and derive a preliminary result that links the results obtained later in the chapter to this definition.

**Definition 6.1** The solutions of \( \dot{x} = f(t, x) \) are said to be uniformly ultimately bounded with ultimate bound \( d \) if there exist a vector norm \( \| \cdot \| \) and positive constants \( d \) and \( c \), independent of \( t_0 \geq 0 \), and for every \( \alpha \in (0, c) \) there is \( T = T(\alpha, d) \geq 0 \), independent of \( t_0 \), such that

\[
\|x(t_0)\| \leq \alpha \Rightarrow \|x(t)\| \leq d, \quad \forall t \geq t_0 + T.
\]

\(^1\) For an introduction to the properties of matrices with nonnegative entries, see, for example, Horn and Johnson (1985, §8).
In essence, the results that we will derive guarantee that if $|U^{-1}x(t_0)| \leq \beta$, then the following implicit ultimate bound holds:

$$|U^{-1}x(t)| \leq c, \quad \text{for all } t \geq t_0 + T,$$

(6.4)

where $\beta, c \in \mathbb{R}_+^n$, $U \in \mathbb{C}^{n \times n}$ is a nonsingular matrix and $T \in \mathbb{R}_{+0}$. Since (6.4) implies the component-wise bound

$$|x(t)| \leq |U| \cdot |U^{-1}x(t)| \leq |U|c, \quad \text{for all } t \geq t_0 + T,$$

then the following Lemma shows that such results lead to ultimate bounds in the sense of Definition 6.1.

**Lemma 6.2** Consider the system $\dot{x} = f(t, x)$, where $x(t) \in \mathbb{R}^n$, and suppose that there exist $\beta, b \in \mathbb{R}_+^n$, $T \in \mathbb{R}_{+0}$ and a nonsingular matrix $U \in \mathbb{C}^{n \times n}$ such that, irrespective of $t_0$,

$$|U^{-1}x(t_0)| \leq \beta \Rightarrow |x(t)| \leq b, \quad \forall t \geq t_0 + T.$$

Then, the solutions of $\dot{x} = f(t, x)$ are uniformly ultimately bounded.

**Proof.** Let $\beta_{\text{min}} \triangleq \min_i \beta_i$, $b_{\text{max}} \triangleq \|b\|_{\infty}$, where $\|\|_{\infty}$ denotes the infinity norm of a vector and the corresponding induced norm for a matrix. Note that $\beta_{\text{min}} > 0$. Then, for any $\alpha \in (0, \beta_{\text{min}}/\|U^{-1}\|_{\infty})$, we have

$$\|x(t_0)\|_{\infty} < \alpha \Rightarrow \|U^{-1}x(t_0)\|_{\infty} < \|U^{-1}\|_{\infty} \alpha$$

$$\Rightarrow \|U^{-1}x(t_0)\|_{\infty} < \beta_{\text{min}}$$

$$\Rightarrow |U^{-1}x(t_0)| < \beta$$

$$\Rightarrow |x(t)| \leq b \Rightarrow \|x(t)\|_{\infty} \leq b_{\text{max}},$$

for all $t \geq t_0 + T$. This concludes the proof. \qed

The discrete-time counterparts to Definition 6.1 and Lemma 6.2 are straightforward.

### 6.2 Quantised System Description

In this section, we present the quantised discrete-time and sampled-data schemes that we consider. The main feature of these schemes is that each individual signal connecting plant and controller may be affected by an independent scalar quantiser. The scalar quantisers affecting the different signals can be of different types and characteristics. In §6.2.1 and §6.2.2, we present the quantised discrete-time and sampled-data schemes, respectively.
6.2.1 Quantised Discrete-time Scheme

We consider a discrete-time plant connected to a discrete-time controller, as shown in Figure 6.1. Each component of the plant and controller outputs has an independent scalar quantiser, which can be of any of the following three types: uniform, logarithmic, and semitruncated logarithmic (see §6.3). Our derivations do not require all quantisers to have the same features, nor to be of the same type. In addition, cases where quantisation affects some (but not necessarily all) connecting signals are also directly dealt with by our method. The plant and controller in Figure 6.1 can be described by the following equations:

\[
\begin{align*}
    x_p(k+1) &= A_p x_p(k) + B_p u_p(k), \\
    y_p(k) &= C_p x_p(k), \\
    x_c(k+1) &= A_c x_c(k) + B_c u_c(k), \\
    y_c(k) &= C_c x_c(k) + D_c u_c(k),
\end{align*}
\]

where \(x_p(k) \in \mathbb{R}^{N_p}, u_p(k) \in \mathbb{R}^{M} \) and \(y_p(k) \in \mathbb{R}^{p}\) are the plant state, input and output, respectively, and \(x_c(k) \in \mathbb{R}^{N_c}, u_c(k) \in \mathbb{R}^{p}\) and \(y_c(k) \in \mathbb{R}^{M}\) are the controller state, input and output, respectively. For future reference, we define \(n\) as the total number of system states (plant + controller), and \(S\) as the total maximum number of quantised signals:

\[n \triangleq N_p + N_c, \quad S \triangleq p + M.\]

We may express the connections between controller and plant as follows:

\[
\begin{align*}
    u_c(k) &= y_p(k) + \Delta y_p(k), \\
    u_p(k) &= y_c(k) + \Delta y_c(k),
\end{align*}
\]

Figure 6.1: Quantised discrete-time control scheme.
where $\Delta y_p$ and $\Delta y_c$ are the perturbations introduced by the quantisers at the plant and controller outputs, respectively. Defining

$$x_k \triangleq \begin{bmatrix} x_p(k) \\ x_c(k) \end{bmatrix} \in \mathbb{R}^n, \quad \Delta y_k \triangleq \begin{bmatrix} \Delta y_p(k) \\ \Delta y_c(k) \end{bmatrix} \in \mathbb{R}^s,$$

(6.8)

and combining (6.5) and (6.7), we can write

$$x_{k+1} = A_d x_k + B_d \Delta y_k,$$

(6.9)

where

$$A_d = \begin{bmatrix} A_p + B_p D_c C_p & B_p C_c \\ B_c C_p & A_c \end{bmatrix}, \quad B_d = \begin{bmatrix} B_p D_c & B_p \\ B_c & 0 \end{bmatrix}.$$

(6.10)

### 6.2.2 Quantised Sampled-data Scheme

We consider the sampled-data system of Figure 6.2, where an LTI continuous-time plant is controlled via a discrete-time controller using quantisers, and sampling and zero-order hold devices. As in the discrete-time scheme in §6.2.1, each component of the plant and controller outputs has an independent scalar quantiser, which can be of any of the following three types: uniform, logarithmic, and semitruncated logarithmic (see §6.3).

The plant and controller in Figure 6.2 can be described by the following equations:

$$\dot{x}_p(t) = A_p x_p(t) + B_p u_p(t),$$

(6.11a)

$$y_p(t) = C_p x_p(t),$$

(6.11b)

$$x_c(k+1) = A_c x_c(k) + B_c u_c(k),$$

(6.11c)

$$y_c(k) = C_c x_c(k) + D_c u_c(k),$$

(6.11d)

where $x_p(t) \in \mathbb{R}^{n_p}$, $u_p(t) \in \mathbb{R}^m$ and $y_p(t) \in \mathbb{R}^p$ are the continuous-time plant state, input and output, respectively, and $x_c(k) \in \mathbb{R}^{n_c}$, $u_c(k) \in \mathbb{R}^p$ and $y_c(k) \in \mathbb{R}^m$ are the discrete-time controller state, input
and output, respectively. As in the purely discrete-time case, we define \( n \) and \( S \) as the total number of system states (plant + controller) and the total maximum number of quantised signals, respectively. Recall that \( n \) and \( S \) satisfy (6.6). We may express the connections between controller and plant as follows, where we also take account of sampling and hold:

\[
\begin{align*}
\dot{u}_c(k) &= y_p(t_k) + \Delta y_p(k), \\
\dot{u}_p(t) &= y_c(k) + \Delta y_c(k), \quad t_k \leq t < t_k + T, \\
\end{align*}
\]

where \( T \) is the sampling period, \( t_k = kT, \quad k = 0, 1, \ldots \), and \( \Delta y_p \) and \( \Delta y_c \) are the perturbations introduced by the quantisers at the plant and controller outputs, respectively. Combining (6.11b), (6.11d) and (6.12) yields

\[
\begin{align*}
\dot{u}_c(k) &= C_p x_p(t_k) + \Delta y_p(k), \\
\dot{u}_p(t) &= C_c x_c(k) + D_c C_p x_p(t_k) + D_c \Delta y_p(k) + \Delta y_c(k), \quad \text{for } t_k \leq t < t_{k+1}.
\end{align*}
\]

The model of the system of Figure 6.2 at the sampling instants is

\[
x_{k+1} = A_d x_k + B_d \Delta y_k,
\]

where we have defined

\[
x_k \triangleq \begin{bmatrix} x_p(t_k) \\ x_c(k) \end{bmatrix} \in \mathbb{R}^n, \quad \Delta y_k \triangleq \begin{bmatrix} \Delta y_p(k) \\ \Delta y_c(k) \end{bmatrix} \in \mathbb{R}^S,
\]

and \( A_d \) and \( B_d \) can be readily obtained from (6.11) and (6.12) as

\[
A_d = \begin{bmatrix} A_{11} & A_{12} \\ B_c C_p & A_c \end{bmatrix}, \quad B_d = \begin{bmatrix} B_{11} & B_{12} \\ B_c & 0 \end{bmatrix},
\]

with

\[
\begin{align*}
A_{11} &\triangleq e^{A_p T} + \Psi(T) B_p D_c C_p, \\
A_{12} &\triangleq \Psi(T) B_p C_c, \\
B_{11} &\triangleq \Psi(T) B_p D_c, \quad B_{12} \triangleq \Psi(T) B_p, \\
\Psi(t) &\triangleq \int_0^t e^{A_p \tau} d\tau.
\end{align*}
\]

**Remark 6.3** The derivation of ultimate bounds for the sampled-data scheme of Figure 6.2 will be performed in two stages. In the first stage, we derive ultimate bounds that are valid only at the sampling instants by analysing system (6.13). The second stage then derives bounds on the continuous-time plant states that are valid at all times greater than a finite time, that is, not just at the sampling instants. Since (6.13) is identical to (6.9), it is clear that the first stage will directly employ the results derived for discrete-time systems.
6.3 Quantiser Perturbations

In this section, we show how to bound the different perturbations introduced by the quantisers, according to the type of quantiser employed. Recall that, in the schemes that we consider, each component of the plant and controller outputs may have an independent scalar quantiser. In §6.3.1, we derive the different perturbation bounds for the three types of scalar quantisers considered, in terms of the corresponding unquantised signal. In §6.3.2, we show how to utilise these bounds to express componentwise bounds on the quantiser perturbation vector $\Delta y_k$ [defined in (6.8) or (6.14)], in a form suitable to the subsequent derivations.

6.3.1 Single Scalar Quantiser

Given a scalar quantiser $q : \mathbb{R} \rightarrow \mathbb{R}$, we regard the quantised variable $q(s)$ as a perturbed copy of the unquantised variable $s$:

$$q(s) = s + \Delta s.$$  

We next explain the different quantiser types considered (uniform, logarithmic, and semitruncated logarithmic) and derive the corresponding bounds on $\Delta s$. For simplicity, we introduce the different quantiser types using symmetric quantisers, that is, quantisers that satisfy $q(s) = -q(-s)$, for all $s \in \mathbb{R}$. Note however that our derivations hold for any quantiser whose corresponding perturbation $\Delta s$ can be bounded according to the expression that we derive [see (6.24)].

**Uniform quantiser**

A uniform quantiser has uniformly spaced levels, as shown in Figure 6.3. In this case, the quantiser perturbation $\Delta s = q(s) - s$ can be bounded by

$$|\Delta s| \leq u^o \overset{\Delta}{=} \alpha/2,$$  

where $\alpha$ is the quantisation step, as shown in Figure 6.3.
Logarithmic quantiser

A symmetric logarithmic quantiser has levels in a set $W \subset \mathbb{R}$ satisfying

$$W = \{\pm \rho^{-i}u^\circ, i = 0, \pm 1, \pm 2, \ldots \} \cup \{0\},$$

(6.21)

where $0 < \rho < 1$ and $u^\circ > 0$. We will consider logarithmic quantisers as that depicted in Figure 6.4 a) for positive values of the unquantised variable. For this type of quantiser, the corresponding quantiser

perturbation $\Delta s = q(s) - s$ satisfies

$$|\Delta s| \leq \delta|s|. \quad (6.22)$$

Thus, the quantity $\delta$ represents the maximum relative error of the logarithmically quantised variable. From Figure 6.4 a), it can easily be verified that

$$\delta = \frac{1 - \rho}{1 + \rho}. \quad (6.23)$$

Semitruncated logarithmic quantiser

Practical logarithmic quantisers arise from truncating a logarithmic quantiser so that the resulting quantiser has only a finite number of levels. We consider a semitruncated quantiser in the sense that it is truncated only towards the origin, that is, it has values in the following set [cf. (6.21)]:

$$W = \{\pm \rho^{-i}u^\circ, i = 0, \pm 1, \pm 2, \ldots \} \cup \{0\},$$

where $0 < \rho < 1$ and $u^\circ > 0$. This form of quantiser is illustrated in Figure 6.4 b) for positive values of the unquantised variable. As seen from this figure, the quantiser perturbation $\Delta s = q(s) - s$ satisfies

$$|\Delta s| \leq \max \left\{ \delta|s|, \frac{u^\circ}{1 + \delta} \right\}. \quad (6.24)$$

Note that (6.24) encompasses the three types of quantiser perturbations considered, that is, (6.20) can be obtained from (6.24) by setting $\delta = 0$ and $u^\circ = \alpha/2$, and (6.22) can be obtained by setting $u^\circ = 0$. 

Figure 6.4: a) Logarithmic quantiser. b) Semitruncated logarithmic quantiser.
6.3.2 Quantiser Perturbations in Vector Form

We next utilise the bounds derived in §6.3.1 to express a bound on the quantiser perturbation vector $\Delta y_k$, defined in (6.8) or (6.14), in a form that is needed in §6.4 for the derivation of componentwise ultimate bounds. Let $\Delta y_{p_i}$, for $i = 1, \ldots, P$, denote the $i$-th component of $\Delta y_p$, and $\Delta y_{c_j}$, for $j = 1, \ldots, M$, denote the $j$-th component of $\Delta y_c$, where $\Delta y_p$ and $\Delta y_c$ are the perturbations introduced by the quantisers at the plant and controller outputs, respectively [recall (6.7) and (6.12)]. Since (6.24) encompasses (6.20) and (6.22) as special cases, irrespective of the type of quantiser affecting each signal, we can write

$$|\Delta y_{p_i}(k)| \leq \max \left\{ \delta_i |y_{p_i}(k)|, \frac{u_{p_i}^2}{1 + \delta_i} \right\}, \quad (6.25)$$

$$|\Delta y_{c_j}(k)| \leq \max \left\{ \delta_{j+p} |y_{c_j}(k)|, \frac{u_{j+p}^2}{1 + \delta_{j+p}} \right\}, \quad (6.26)$$

for $i = 1, \ldots, P$, $j = 1, \ldots, M$ and all $k \geq 0$. In (6.25) and (6.26), $\delta_i$ and $\delta_{j+p}$ correspond to the quantiser at the $i$-th plant output and $j$-th controller output, respectively, and are zero if that plant or controller output is uniformly quantised or if they are not quantised. Similarly, $u_{p_i}$ and $u_{j+p}^c$ correspond to the quantiser at the $i$-th plant output and $j$-th controller output, respectively, and are zero if that plant or controller output is logarithmically quantised or if they are not quantised. Recalling (6.6) and defining

$$\Gamma_p \triangleq \text{diag}(\delta_1, \ldots, \delta_P),$$

$$\Gamma_c \triangleq \text{diag}(\delta_{P+1}, \ldots, \delta_S),$$

$$\theta_p \triangleq \begin{bmatrix} u_{p_1}^2 \frac{1}{1 + \delta_{p_1}} & \cdots & u_{p_P}^2 \frac{1}{1 + \delta_{p_P}} \end{bmatrix}^T,$$

$$\theta_c \triangleq \begin{bmatrix} u_{c_{P+1}}^2 \frac{1}{1 + \delta_{c_{P+1}}} & \cdots & u_{c_S}^2 \frac{1}{1 + \delta_{c_S}} \end{bmatrix}^T,$$

we can express (6.25) and (6.26) in vector form as

$$|\Delta y_p(k)| \leq \max \{ \Gamma_p |y_p(k)|, \theta_p \}, \quad (6.31)$$

$$|\Delta y_c(k)| \leq \max \{ \Gamma_c |y_c(k)|, \theta_c \}, \quad (6.32)$$

where the maximum is taken componentwise. In (6.31)–(6.32), $y_p(k)$ and $y_c(k)$ satisfy, from (6.5) and (6.7),

$$y_p(k) = C_p x_p(k), \quad (6.33)$$

$$y_c(k) = C_c x_c(k) + D_c C_p x_p(k) + D_c \Delta y_p(k). \quad (6.34)$$

In §6.4, we will need bounds on $\Delta y_p(k)$ and $\Delta y_c(k)$ in terms of a linearly transformed version of the state. Therefore, let $U \in \mathbb{C}^{n \times n}$ denote an arbitrary invertible matrix and consider the transformation $x_k = U z_k$, where $U$ is partitioned according to $x_k$ in (6.8) as

$$U = \begin{bmatrix} U_p & U_c \end{bmatrix}, \quad \text{with } U_p \in \mathbb{C}^{n_p \times n} \text{ and } U_c \in \mathbb{C}^{n_c \times n}. \quad (6.35)$$
Operating on (6.31)–(6.34), and using (6.35) yields

\[ |\Delta y_p(t_k)| \leq \max\{\Theta_p|z_k|, \theta_p\}, \tag{6.36a} \]

\[ |\Delta y_c(k)| \leq \max\{\Theta_c|z_k| + \Theta_s \max\{\Theta_p|z_k|, \theta_p\}, \theta_c\}, \tag{6.36b} \]

where we have used properties (6.1) and (6.2), and defined

\[ \Theta_p \triangleq \Gamma_p|C_pU_p|, \tag{6.37} \]

\[ \Theta_c \triangleq \Gamma_c|C_cU_c + D_cC_pU_p|, \tag{6.38} \]

\[ \Theta_s \triangleq \Gamma_s|D_c|. \tag{6.39} \]

**Remark 6.4** We emphasise that our approach allows for any combination of uniform, logarithmic, semituncated logarithmic and no quantisation at the plant and controller outputs, that is, the quantisers need not be all of the same type, need not all have the same features, and not all signals need to be quantised. The corresponding perturbation bound of the form (6.36) can be obtained by adjusting the entries of \( \Gamma_p, \Gamma_c, \theta_p, \) and \( \theta_c \) to match the type of quantisation used for each signal, as explained before.

### 6.4 Componentwise Ultimate Bounds for Quantised Systems

In this section, we derive upper bounds on the individual components of the system state. Our derivations utilise the componentwise perturbation bound (6.36). In §6.4.1, we deal with the quantised discrete-time system depicted in Figure 6.1. In §6.4.2, we treat the sampled-data system of Figure 6.2.

#### 6.4.1 Discrete-time Systems

We next derive componentwise global ultimate bounds on the state of the discrete-time perturbed system (6.8)–(6.9) when the perturbation \( \Delta y_k \) is bounded as in (6.36). In essence, our results stem from the application of a comparison principle to each component of the state vector, as follows. Given a discrete-time system \( x(k+1) = Ax(k) + v(k) \), where \( |v(k)| \leq b \) for all \( k \), then \( |x(k)| \leq b(k) \), where the sequence \( b(k) \) satisfies \( b(0) = |x(0)| \) and \( b(k+1) = |A||b(k)| + b \). To prove this by induction, note that \( |x(0)| \leq b(0) \) by definition. Then, assume that \( |x(k)| \leq b(k) \). We have:

\[ |x(k+1)| = |Ax(k) + v(k)| \leq |Ax(k)| + |v(k)| \leq |A||x(k)| + b \]

\[ \leq |A||b(k)| + b = b(k+1), \]

which establishes by induction that \( |x(k)| \leq b(k) \) for all \( k \geq 0 \). Note that we cannot directly apply this procedure to derive ultimate bounds for the discrete-time perturbed system considered because (a) the perturbation bound (6.36) has a more complicated form and (b) the matrix \( |A| \) may not be stable even if \( A \) is, causing \( \lim_{k \to \infty} b(k) \) to not be finite. However, the foregoing explanation captures the essence of the following theorem.
Theorem 6.5 Consider system (6.8)-(6.9) and express $A_d$ in Jordan canonical form as $A_d = U \Lambda U^{-1}$.

Let $\Delta y_k$ be bounded as in (6.36) for all $k \geq 0$, where $z_k = U^{-1} x_k$ and $\Theta_p \in \mathbb{R}^{p \times n}$, $\Theta_c \in \mathbb{R}^{M \times n}$, $\theta_p \in \mathbb{R}^p_+$, $\theta_c \in \mathbb{R}^M_+$ and $\Theta_s \in \mathbb{R}^{M \times p}_+$. Define

$$M \triangleq |\Lambda| + |U^{-1} B_d| \Theta,$$

$$\Theta \triangleq \begin{bmatrix} \Theta_p \\ \Theta_c + \Theta_s \Theta_p \end{bmatrix},$$

$$\theta \triangleq \begin{bmatrix} \theta_p \\ \theta_c + \Theta_s \theta_p \end{bmatrix},$$

and suppose that $\rho(M) < 1$, where $\rho(\cdot)$ denotes the spectral radius of a square matrix. Then, $\rho(|\Lambda|) < 1$. Define

$$\beta \triangleq (1 - M)^{-1} |U^{-1} B_d| \theta,$$

$$\gamma \triangleq (1 - |\Lambda|)^{-1} |U^{-1} B_d| [\theta_p^T \theta_c^T]^T.$$  

Then, $\beta \in \mathbb{R}^n_+$ and $\gamma \in \mathbb{R}^n_+$. Consider the map $T : \mathbb{R}^n_+ \to \mathbb{R}^n_+$ defined by

$$T(w) = |\Lambda| w + |U^{-1} B_d| \begin{bmatrix} \max \{ \Theta_p w, \theta_p \} \\ \Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \}, \theta_c \end{bmatrix},$$

and the sequence $\{b_r\}_{r=0}^\infty$ defined by

$$b_0 \triangleq \beta, \quad b_r \triangleq T(b_{r-1}), \text{ for } r = 1, 2, \ldots.$$  

Then,

1. $0 \leq b_r \leq b_{r-1}$ for $r = 1, 2, \ldots$, and $b_\infty \triangleq \lim_{r \to \infty} b_r$ exists and satisfies $\gamma \leq b_\infty \leq \beta$.

2. If $|U^{-1} x_0| \leq b_r$ for some $0 \leq r \leq \infty$, then, for all $k \geq 0$,

   a) $|U^{-1} x_k| \leq b_r$.

   b) $|x_k| \leq |U| b_r$.

3. Given any $\varepsilon \in \mathbb{R}^n_+$ and $x_0 \in \mathbb{R}^n$, there exists $\ell = \ell(\varepsilon, x_0) \geq 0$ such that, for all $k \geq \ell$ and all $0 \leq r \leq \infty$,

   a) $|U^{-1} x_k| \leq b_r + \varepsilon$.

   b) $|x_k| \leq |U| b_r + |U| \varepsilon$.

Proof. Note that $|\Lambda|$, $|U^{-1} B_d|$, $\Theta$ and $M$ all have nonnegative entries. Then, from (6.40), it follows that $\rho(M) \geq \rho(|\Lambda|) + \rho(|U^{-1} B_d| \Theta)$ (see, for example, Horn and Johnson, 1985, §8.1), and by assumption,
\(\rho(M) < 1\). Since the spectral radius is a nonnegative quantity, it follows that \(\rho(|\Lambda|) < 1\). Note then that \(I - M\) and \(I - |\Lambda|\) are invertible and \(\beta\) and \(\gamma\) in (6.43) and (6.44), respectively, are well defined.

Define the maps \(T_M : \mathbb{R}^n_{+,0} \to \mathbb{R}^n_{+,0}\) and \(T_\Lambda : \mathbb{R}^n_{+,0} \to \mathbb{R}^n_{+,0}\) as

\[
T_M(w) = Mw + |U^{-1}B_d| \theta \quad \text{and} \quad T_\Lambda(w) = |\Lambda|w + |U^{-1}B_d| \begin{bmatrix} \theta_p \\ \theta_e \end{bmatrix} .
\]

(6.47)

Note that, for any \(w \in \mathbb{R}^n_{+,0}\), \(T_M(w) \geq 0\) and \(T_\Lambda(w) \geq 0\), and hence \(T_M^r(w) \geq 0\) and \(T_\Lambda^r(w) \geq 0\), for all \(r \geq 0\) and all \(w \in \mathbb{R}^n_{+,0}\). Since \(\rho(M) < 1\) and \(\rho(|\Lambda|) < 1\), then \(\lim_{r \to \infty} T_M^r(w)\) and \(\lim_{r \to \infty} T_\Lambda^r(w)\) exist and satisfy

\[
\lim_{r \to \infty} T_M^r(w) = \beta \geq 0 \quad \text{and} \quad \lim_{r \to \infty} T_\Lambda^r(w) = \gamma \geq 0,
\]

(6.48)

for all \(w \in \mathbb{R}^n_{+,0}\). This establishes that \(\beta \in \mathbb{R}^n_{+,0}\) and \(\gamma \in \mathbb{R}^n_{+,0}\).

1. Since the matrices \(|\Lambda|, |U^{-1}B_d|, \Theta_p, \Theta_e, \text{and } \Theta_s\), and the vectors \(\theta_p\) and \(\theta_e\) all have nonnegative entries, it follows that the maps \(T\) in (6.45), and \(T_M\) and \(T_\Lambda\) in (6.47) have the following property:

\[
w_1 \preceq w_2 \implies \begin{cases}
T(w_1) \preceq T(w_2), \\
T_M(w_1) \preceq T_M(w_2), \\
T_\Lambda(w_1) \preceq T_\Lambda(w_2),
\end{cases}
\]

(6.49)

for all \(w_1, w_2 \in \mathbb{R}^n_{+,0}\). Since \(\Theta_p \succeq 0\) and \(\theta_p \succeq 0\), it follows that

\[
0 \preceq \theta_p \preceq \max\{\Theta_p w, \theta_p\} \preceq \Theta_p w + \theta_p,
\]

(6.50)

for all \(w \in \mathbb{R}^n_{+,0}\). In addition, using (6.50) and since \(\Theta_e \succeq 0, \Theta_s \succeq 0\) and \(\theta_e \succeq 0\), then

\[
0 \preceq \theta_e \preceq \max\{\Theta_e w + \Theta_s \max\{\Theta_p w, \theta_p\}, \theta_e\} \preceq (\Theta_e + \Theta_s \Theta_p)w + (\theta_e + \Theta_s \theta_p),
\]

(6.51)

for all \(w \in \mathbb{R}^n_{+,0}\). Using (6.40)–(6.42), (6.45), (6.47), (6.50), and (6.51), we then have

\[
T_\Lambda(w) = |\Lambda|w + |U^{-1}B_d| \begin{bmatrix} \theta_p \\ \theta_e \end{bmatrix} \preceq T(w) \preceq |\Lambda|w + |U^{-1}B_d|(\Theta w + \theta) = T_M(w),
\]

(6.52)

for all \(w \in \mathbb{R}^n_{+,0}\). Also, note that (6.49) and (6.52) imply that

\[
T_\Lambda^r(w) \preceq T^r(w) \preceq T_M^r(w), \quad \text{for all } w \in \mathbb{R}^n_{+,0}, \quad \text{for } r = 1, 2, \ldots.
\]

(6.53)

From (6.43) and (6.44), note that \(\beta \) and \(\gamma\) satisfy \(M\beta + |U^{-1}B_d|\theta = \beta\) and \(|\Lambda|\gamma + |U^{-1}B_d|\theta^T \theta^T\) = \(\gamma\), and using (6.47), then

\[
\beta = T_M(\beta) \quad \text{and} \quad \gamma = T_\Lambda(\gamma).
\]

(6.54)

Using (6.46), (6.52) and (6.54), it follows that \(b_1 = T(\beta) \preceq T_M(\beta) = \beta = b_0\), whence \(b_1 \preceq b_0\). Applying (6.49) iteratively to the latter inequality yields \(b_r = T^r(\beta) \preceq T^{r-1}(\beta) = b_{r-1}\). The sequence \(\{b_r\}_{r=0}^\infty\) is thus componentwise nonincreasing. Moreover, this sequence is lower bounded by the convergent sequence \(T_\Lambda^r(\beta)\). Hence, \(\{b_r\}_{r=0}^\infty\) converges to some point \(b_\infty = \lim_{r \to \infty} b_r\), satisfying

\[
\gamma = \lim_{r \to \infty} T_\Lambda^r(\beta) \preceq b_\infty \preceq \beta.
\]
This establishes 1.

Let \( x_k = Uz_k \) and substitute into (6.9) to obtain
\[
z_{k+1} = \Lambda z_k + U^{-1} B_d \Delta y_k.
\]
Taking magnitudes and using (6.8) and (6.36) yields
\[
|z_{k+1}| \leq |\Lambda| |z_k| + |U^{-1} B_d| |\Delta y_k|
\]
where the equality above follows from (6.45).

We next prove that the expression between square brackets above is less than or equal to
\[
(U^{-1} x_k) = 0
\]
for some \( k \geq 0 \). Note that \( z_k = U^{-1} x_k \) and hence \( |z_k| = |U^{-1} x_k| \). From 2 a), we have
\[
|z_k| \leq b_r
\]
and by (6.49), applying \( T \) to this inequality yields \( T(|z_k|) \leq T(b_r) = b_{r+1} \leq b_r \), where we have used part 1. Combining this inequality with (6.55), we obtain
\[
|z_{k+1}| \leq T(|z_k|) \leq b_r.
\]
Since \( |z_{k+1}| = |U^{-1} x_{k+1}| \), then 2 a) holds for \( k = 0 \) by assumption. Suppose now that 2 a) holds for some \( k \geq 0 \). Note that \( z_k = U^{-1} x_k \) and hence \( |z_k| = |U^{-1} x_k| \). From 2 a), we have
\[
|z_k| \leq b_r
\]
and by (6.49), applying \( T \) to this inequality yields \( T(|z_k|) \leq T(b_r) = b_{r+1} \leq b_r \), where we have used part 1. Combining this inequality with (6.55), we obtain
\[
|z_{k+1}| \leq T(|z_k|) \leq b_r.
\]
Since \( |z_{k+1}| = |U^{-1} x_{k+1}| \), then 2 a) holds for \( k + 1 \) and we have proved by induction that 2 a) holds for all \( k \geq 0 \), concluding the proof of part 2 a). To prove 2 b), note that \( |x_k| \leq |U| \cdot |U^{-1} x_k| \) and use 2 a).

3. We first prove that 3 a) and 3 b) hold for \( r = \infty \). Define
\[
\beta = \max \{|\beta|, |z_0|\},
\]
where \( z_0 = U^{-1} x_0 \), and note that \( \beta \geq 3 \) and \( |z_0| \leq \beta \). From (6.55), we have \( |z_{k+1}| \leq T(|z_k|) \), for all \( k \geq 0 \), and using (6.49) then
\[
|z_k| \leq T^k (|z_0|) \leq T^k (\beta), \text{ for all } k \geq 0.
\]
Claim: Let \( w, y \in \mathbb{R}^n_+ \) and suppose that \( w \geq y \geq 0 \). Then,
\[
0 \leq T(w) - T(y) \leq M(w - y).
\]
Proof: Since \( w \geq y \geq 0 \), then \( 0 \leq T(w) - T(y) \) follows directly from (6.49). From (6.45) we have
\[
T(w) - T(y) = |\Lambda| (w - y) +
\]
\[
|U^{-1} B_d| \left[ \max \left\{ \Theta_p w, \theta_p \right\} - \max \left\{ \Theta_p y, \theta_p \right\} \right] \left[ \max \left\{ \Theta_p, \theta_p \right\} \right] = T(w) - T(y).
\]
We next prove that the expression between square brackets above is less than or equal to \( \Theta(w - y) \). Let \( (\cdot)_i \) denote the i-th component of a vector.

- If \( (\Theta_p y)_i \geq (\theta_p)_i \), then \( (\Theta_p w)_i \geq (\theta_p)_i \), since \( w \geq y \geq 0 \) and \( \Theta_p \) has nonnegative entries. Then,
\[
(\max \{\Theta_p w, \theta_p\} - \max \{\Theta_p y, \theta_p\}) = (\Theta_p (w - y))_i.
\]
Hence, we have proved that
\[
\max \{ \Theta_p w, \theta_p \} - \max \{ \Theta_p y, \theta_p \} = 0 \leq (\Theta_p(w - y))_i.
\]

If \((\Theta_p y)_i < (\theta_p)_i\), then
- if \((\Theta_p w)_i < (\theta_p)_i\), then
\[
(\max \{ \Theta_p w, \theta_p \} - \max \{ \Theta_p y, \theta_p \})_i = 0 \leq (\Theta_p(w - y))_i.
\]
- if \((\Theta_p w)_i \geq (\theta_p)_i\), then
\[
(\max \{ \Theta_p w, \theta_p \} - \max \{ \Theta_p y, \theta_p \})_i = (\Theta_p w)_i - (\theta_p)_i < (\Theta_p(w - y))_i.
\]

Hence, we have proved that
\[
\max \{ \Theta_p w, \theta_p \} - \max \{ \Theta_p y, \theta_p \} \leq \Theta_p(w - y).
\]  

If \((\Theta_c y + \Theta_s \max \{ \Theta_p y, \theta_p \})_i \geq (\theta_c)_i\), then \((\Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \})_i \geq (\theta_c)_i\), since \(w \geq y \geq 0\) and all the matrices and vectors involved have nonnegative entries. Then,
\[
\left( \max \left\{ \Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \}, \theta_c \right\} - \max \left\{ \Theta_c y + \Theta_s \max \{ \Theta_p y, \theta_p \}, \theta_c \right\} \right)_i = (\Theta_c(w - y) + \Theta_s \max \{ \Theta_p w, \theta_p \} - \Theta_s \max \{ \Theta_p y, \theta_p \})_i \leq (\Theta_c + \Theta_s \Theta_p)(w - y)_i,
\]
where in the last line above we have used (6.59).

If \((\Theta_c y + \Theta_s \max \{ \Theta_p y, \theta_p \})_i < (\theta_c)_i\), then
- if \((\Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \})_i < (\theta_c)_i\), then
\[
(\max \left\{ \Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \}, \theta_c \right\} - \max \left\{ \Theta_c y + \Theta_s \max \{ \Theta_p y, \theta_p \}, \theta_c \right\})_i = 0 \leq (\Theta_c + \Theta_s \Theta_p)(w - y)_i.
\]
- if \((\Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \})_i \geq (\theta_c)_i\), then
\[
(\max \left\{ \Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \}, \theta_c \right\} - \max \left\{ \Theta_c y + \Theta_s \max \{ \Theta_p y, \theta_p \}, \theta_c \right\})_i = (\Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \} - \Theta_c y - \Theta_s \max \{ \Theta_p y, \theta_p \})_i \leq (\Theta_c + \Theta_s \Theta_p)(w - y)_i,
\]
where in the last line above we have used (6.59).

Hence, we have proved that
\[
\max \left\{ \Theta_c w + \Theta_s \max \{ \Theta_p w, \theta_p \}, \theta_c \right\} - \max \left\{ \Theta_c y + \Theta_s \max \{ \Theta_p y, \theta_p \}, \theta_c \right\} \leq (\Theta_c + \Theta_s \Theta_p)(w - y).
\]  

(6.60)
Using (6.40)–(6.41) and (6.58)–(6.60), it follows that \( T(w) - T(y) \preceq M(w - y) \), concluding the proof of the claim.

Since \( \beta \geq \beta \geq 0 \), by the claim then \( 0 \leq T(\beta) - T(\beta) \leq M(\beta - \beta) \). Then, \( T(\beta) \geq T(\beta) \geq 0 \) and using the claim again yields \( T^2(\beta) - T^2(\beta) \leq M(T(\beta) - T(\beta)) \leq M^2(\beta - \beta) \). Iterating this procedure yields \( T^k(\beta) - T^k(\beta) \leq M^k(\beta - \beta) \) and since \( \rho(M) < 1 \), then \( \lim_{k \to \infty} (T(\beta) - T(\beta)) = 0 \). Since by part 1 \( \lim_{k \to \infty} T^k(\beta) = b_{\\infty} \), then \( \lim_{k \to \infty} T^k(\beta) = b_{\\infty} \). Therefore, given \( \epsilon \in \mathbb{R}_+^* \), there exists \( \ell \geq 0 \) such that \( T^k(\beta) \leq b_{\infty} + \epsilon \), for all \( k \geq \ell \). Recalling (6.57) yields \( |x_k| \leq b_{\infty} + \epsilon \), for all \( k \geq \ell \). The proof of part 3 a) for \( r = \infty \) then follows by recalling that \( |x_k| = |U^{-1}x_k| \) and noting that \( \ell \) depends on \( x_0 \) since \( \ell \) depends on \( \beta \) and \( \beta \) depends on \( |x_0| = |U^{-1}x_0| \). To prove 3 b) for \( r = \infty \), note that \( |x_k| \leq |U|^{-1} |U^{-1}x_k| \) and use 3 a). For \( 0 \leq r < \infty \), 3 a) and 3 b) follow straightforwardly using the fact that \( 0 \leq b_{\infty} \leq b_r \leq b_{r-1} \) for all \( 0 \leq r < \infty \).

Theorem 6.5 gives a systematic method to compute componentwise ultimate bounds for a discrete-time system of the form (6.8)–(6.9) where the perturbation \( \Delta y_k \) is bounded as in (6.36). In particular, if the matrices in (6.36) have the form (6.37)–(6.39), then Theorem 6.5 provides componentwise ultimate bounds for the quantised discrete-time system of Figure 6.1. Note, however, that the result of Theorem 6.5 is valid irrespective of the form of the matrices \( \Theta_p, \Theta_c \) and \( \Theta_s \), provided they have nonnegative entries. The tightest ultimate bound given by this theorem is obtained using \( b_{\infty} \). In addition, the ultimate bounds corresponding to \( b_r \), for \( r < \infty \), may be more conservative but require only \( r \) iterations of the map \( T \).

**Remark 6.6** Under the assumption that \( M \) in (6.40) has all its eigenvalues in the open unit disc \( \rho(M) < 1 \), part 2 of Theorem 6.5 characterises a bounded invariant region in the state space of the discrete-time system (6.8) and part 3 shows that its state trajectories asymptotically converge to this region from any initial condition. Thus, the assumption that \( \rho(M) < 1 \) is a sufficient condition for global practical stability of the discrete-time system (6.9), that is, for its trajectories to be ultimately bounded from any initial condition. Since \( \rho(M) < 1 \) implies that \( \rho(|A|) < 1 \), and since \( \rho(|A|) = \rho(A) = \rho(A_d) \), it follows that \( \rho(M) < 1 \) implies that \( \rho(A_d) < 1 \). Hence, a necessary condition for application of Theorem 6.5 is that the unperturbed (closed-loop) discrete-time system \( x_{k+1} = A_d x_k \) be stable.

**Remark 6.7** If the perturbation \( \Delta y_k \) arises from the use of uniform quantisers in all signals, then \( \Theta = 0 \) in (6.41), since \( \Gamma_p = 0 \) and \( \Gamma_c = 0 \) in (6.37)–(6.39) from (6.27)–(6.28). Then, the map \( T \) in (6.45) reduces to

\[
T(w) = |\Lambda| w + |U^{-1}B_d[\theta_p^n \theta_c^n]^T],
\]

and \( M \) in (6.40) to \( M = |\Lambda| \). Then, \( \beta = \gamma \) and there is no need to iterate the map \( T \) since \( T(\beta) = \beta = \gamma \). In this case, \( \rho(A_d) < 1 \) is a necessary and sufficient condition for the discrete-time model
(6.9) to have ultimately bounded trajectories. If, on the contrary, \( \Delta y_k \) arises from the use of logarithmic quantisers in all signals, then \( \theta = 0 \) in (6.42), since \( \theta_p = 0 \) and \( \theta_c = 0 \) from (6.29)–(6.30). In this case, provided \( \rho(M) < 1 \), then the ultimate bound is zero, since from (6.43) \( \beta = 0 \), implying that system (6.9) is asymptotically stable. If \( \Delta y_k \) arises from the use of any combination of quantisers, the fact that \( \gamma \leq b_r \), for all \( 0 \leq r \leq \infty \) can be interpreted as saying that the ultimate bound provided by Theorem 6.5 can never be tighter than the one that would be obtained if all signals were uniformly quantised, where each uniform quantiser had a half-step \( \alpha_s/2 \) equal to \( u^p_i/(1 + \delta_i) \), for \( i = 1, \ldots, s \).

### 6.4.2 Sampled-data Systems

We have seen that the analysis of the quantised sampled-data system of Figure 6.2 at the sampling instants reduces to the analysis of a discrete-time system as that shown in Figure 6.1. Componentwise ultimate bounds for this discrete-time system are provided by Theorem 6.5. To derive ultimate bounds for the sampled-data system of Figure 6.2 that are valid at all time instants greater than a finite time, we need to combine the bounds derived in Theorem 6.5 with bounds on the variation of the plant states between sampling instants.

**Theorem 6.8** Consider the perturbed sampled-data system of equations (6.11) and (6.12), and its discrete-time description (6.13)–(6.19). Express \( A_d \) in Jordan canonical form as \( A_d = U \Lambda U^{-1} \) and consider \( U \) partitioned as in (6.35). Let the perturbation \( \Delta y_k \) be bounded as in (6.36), where \( z_k = U^{-1} x_k \) and \( \Theta_p \in \mathbb{R}^{p \times n} \), \( \Theta_c \in \mathbb{R}^{M \times n} \), \( \theta_p \in \mathbb{R}_{+0}^p \), \( \theta_c \in \mathbb{R}_+^M \), and \( \Theta_s \in \mathbb{R}^{M \times p} \). Consider the matrix \( M \) defined in (6.40)–(6.41) and suppose that \( \rho(M) < 1 \). Then, given any \( \epsilon \in \mathbb{R}_n^+ \) and \( x_0 \in \mathbb{R}^n \), there exists \( \ell = \ell(\epsilon, x_0) \geq 0 \) such that for all \( t \geq t_0 = \ell \),

\[
|x_p(t)| \leq \sup_{0 \leq \sigma < \ell} \left[ \bar{x}_p^1(\sigma) + \bar{x}_p^2(\sigma) + \bar{x}_p^3(\sigma) \right],
\]

(6.61)

where the supremum is taken componentwise,

\[
\bar{x}_p^1(\sigma) \triangleq |U_p + \Psi(\sigma)\left[A_pU_p + B_p(D_c C_p U_p + C_d U_c)\right]| \bar{z},
\]

(6.62)

\[
\bar{x}_p^2(\sigma) \triangleq |\Psi(\sigma)B_p C_c| \bar{y}_p,
\]

(6.63)

\[
\bar{x}_p^3(\sigma) \triangleq |\Psi(\sigma)B_p| \bar{y}_c,
\]

(6.64)

\[
\bar{z} \triangleq (b_r + \epsilon),
\]

(6.65)

\[
\bar{y}_p \triangleq \max\{\Theta_p \bar{z}, \theta_p\},
\]

(6.66)

\[
\bar{y}_c \triangleq \max\{\Theta_c \bar{z} + \Theta_s \bar{y}_p, \theta_c\},
\]

(6.67)

and \( b_r \) is given by Theorem 6.5, for any \( 0 \leq r \leq \infty \).

**Proof.** The evolution of the plant state between sampling instants is given by

\[
x_p(t) = e^{A_p(t-t_k)}x_p(t_k) + \int_0^{t-t_k} e^{A_p \tau} B_p \dot{d}_p(t_k), \quad \text{for } t_k \leq t < t_{k+1},
\]

(6.68)
where
\[ u_p(t_k) = C_c x_c(k) + D_c C_p x_p(t_k) + D_c \Delta y_p(k) + \Delta y_c(k). \] (6.69)

Recalling that \( x_p(t_k) = U_p z_k \) and \( x_c(k) = U_c z_k \), (6.69) can be rewritten as
\[ u_p(t_k) = (C_c U_c + D_c C_p U_p) z_k + D_c \Delta y_p(k) + \Delta y_c(k). \] (6.70)

Operating on (6.68), (6.70), and using (6.19) and the identity
\[ e^{A_p t} = I + \Psi(t) A_p, \]
we can obtain
\[ |x_p(t)| \leq \left| U_p + \Psi(t - t_k) \left[ A_p U_p + B_p \left( D_c C_p U_p + C_c U_c \right) \right] \right| |z_k| 
+ |\Psi(t - t_k) B_p D_c| |\Delta y_p(k)| 
+ |\Psi(t - t_k) B_p| |\Delta y_c(k)|, \] (6.71)
for \( t_k \leq t < t_{k+1} \). From Theorem 6.5 part 3, we know that for any \( \epsilon \in \mathbb{R}_+^n \) and \( x_0 \in \mathbb{R}^n \), there exists \( \ell \geq 0 \) such that
\[ |z_k| = |U^{-1} x_k| \leq b_r + \epsilon = \bar{z}, \]
for all \( k \geq \ell \), for any \( 0 \leq r \leq \infty \). From (6.36) and the bound above, we have, for all \( k \geq \ell \),
\[ |\Delta y_p(k)| \leq \max\{ \Theta_p \bar{z}, \theta_p \} = \bar{y}_p, \]
\[ |\Delta y_c(k)| \leq \max\{ \Theta_c \bar{z}, \theta_c \} = \bar{y}_c. \]

Using the above bounds in (6.71) yields
\[ |x_p(t)| \leq \bar{x}_p^1 (t - t_k) + \bar{x}_p^2 (t - t_k) + \bar{x}_p^3 (t - t_k), \] (6.72)
for all \( k \geq \ell \), for all \( t_k \leq t < t_{k+1} \). Eq. (6.61) then follows by taking componentwise suprema in (6.72) and noting that \( 0 \leq t - t_k < T \) for \( t_k \leq t < t_{k+1} \). \( \square \)

The bound (6.61)–(6.67) given by Theorem 6.8 requires one to compute the componentwise suprema of a function. This calculation has to be performed numerically, since in general the bound (6.61)–(6.67) will not admit an explicit expression.

We next provide some alternative bounds that, though being more conservative than the bound (6.61)–(6.67), allow explicit expressions.

**Lemma 6.9** Consider the perturbed sampled-data system of equations (6.11) and (6.12), and its discrete-time description (6.13)–(6.19). Express \( A_p \) and \( A_d \) in Jordan canonical form as \( A_d = U \Lambda U^{-1} \) and \( A_p = \bar{U} \bar{\Lambda} \bar{U}^{-1} \), and consider \( U \) partitioned as in (6.35). Let the perturbation \( \Delta y_k \) be bounded as in
(6.36), where \( z_k = U^{-1}x_k \) and \( \Theta_p \in \mathbb{R}^{p \times n}, \Theta_c \in \mathbb{R}^{M \times n}, \theta_p \in \mathbb{R}_+^p, \theta_c \in \mathbb{R}_+^M \) and \( \Theta_s \in \mathbb{R}^{M \times p} \).

Consider the matrix \( M \) defined in (6.40)–(6.41) and suppose that \( \rho(M) < 1 \). Define

\[
G \triangleq \int_0^t e^{\Re(\tilde{\Lambda}) \tau} d\tau. \tag{6.73}
\]

Then, given any \( \epsilon \in \mathbb{R}_+^n \) and \( x_0 \in \mathbb{R}_+^n \), there exists \( \ell = \ell(\epsilon, x_0) \geq 0 \) such that for all \( t \geq t_\ell = \ell T \),

\[
|x_p(t)| \leq \left( |U_p| + |\tilde{U}|G \left[ \tilde{U}^{-1} \left( A_p + B_pD_eC_p \right)U_p + B_pC_eU_c \right] \right) \tilde{\epsilon}
\]

\[+ |\tilde{U}|G(\tilde{U}^{-1}B_pD_e\tilde{y}_p + |\tilde{U}|G(\tilde{U}^{-1}B_p\tilde{y}_c). \tag{6.74}
\]

with \( \tilde{\epsilon}, \tilde{y}_p \) and \( \tilde{y}_c \) as defined in (6.65)–(6.67), and \( b_r \) given by Theorem 6.5, for any \( 0 \leq r \leq \infty \).

**Proof.** From Theorem 6.8, it follows that

\[
|x_p(t)| \leq \sup_{0 \leq \sigma < T} \left[ \sum_{i=1}^3 \bar{x}_p^i(\sigma) \right] \leq \sum_{i=1}^3 \sup_{0 \leq \sigma < T} \bar{x}_p^i(\sigma). \tag{6.75}
\]

Consider \( \bar{x}_p^3(\sigma) \). Using (6.64) and (6.19), we have

\[
\bar{x}_p^3(\sigma) = \left| \int_0^\sigma e^{A_p \tau} d\tau B_p \right| \tilde{y}_c
\]

\[\leq \int_0^\sigma |e^{A_p \tau} B_p| d\tau \tilde{y}_c
\]

\[\leq |\tilde{U}| \int_0^\sigma |e^{\tilde{\Lambda} \tau}| d\tau |\tilde{U}^{-1}B_p|\tilde{y}_c. \tag{6.76}
\]

Substituting \( |e^{\lambda \tau}| = e^{\Re(\lambda) \tau} \) (which holds since \( \tilde{\Lambda} \) is in Jordan form) into (6.76) and finding the supremum yields

\[
\sup_{0 \leq \sigma < T} \bar{x}_p^3(\sigma) \leq \sup_{0 \leq \sigma < T} |\tilde{U}| \int_0^\sigma e^{\Re(\lambda) \tau} d\tau |\tilde{U}^{-1}B_p|\tilde{y}_c
\]

\[\leq |\tilde{U}| \sup_{0 \leq \sigma < T} \int_0^\sigma e^{\Re(\lambda) \tau} d\tau |\tilde{U}^{-1}B_p|\tilde{y}_c
\]

\[\leq |\tilde{U}| \left[ \sup_{0 \leq \sigma < T} \int_0^\sigma e^{\Re(\lambda) \tau} d\tau \right] |\tilde{U}^{-1}B_p|\tilde{y}_c
\]

\[\leq |\tilde{U}|G|\tilde{U}^{-1}B_p|\tilde{y}_c.
\]

The last line above follows since \( e^{\Re(\lambda) \tau} \geq 0 \) for all \( 0 \leq \tau \leq T \). The bounds for \( \sup_{0 \leq \sigma < T} \bar{x}_p^i(\sigma) \), for \( i = 1, 2 \), are proved in a similar manner, and the result follows by substituting these bounds into (6.75).

\[\square\]

**Remark 6.10** The matrix \( G \) in (6.73) can be explicitly calculated and even admits a simple expression if \( \Re(\tilde{\Lambda}) \) is invertible. In addition, the result of Lemma 6.9 is still valid if we replace \( G \) by a componentwise upper bound \( \tilde{G} \), such that \( G \leq \tilde{G} \), though this again leads to more conservative ultimate bounds.
6.5 Examples

6.5.1 Static Controller with a Single Quantiser

To illustrate the application of the method developed, we consider the magnetic ball levitation system used as an application example in Ishii et al. (2004) and Ishii and Francis (2002a, §4.7). This system consists of a steel ball that is suspended in the air by means of an electromagnet. The control objective is to keep the position of the ball, $y$, at an equilibrium by controlling the voltage applied to the electromagnet, $v$. The current through the electromagnet’s coil is denoted by $i$. The plant state is taken as $x_p = [y \  \dot{y} \  i]^T$ and the input is $\bar{u}_p = v$. We directly consider the same linearisation of the model as in Ishii and Francis (2002a, §4.7) and Ishii et al. (2004), with the same numerical values for the system parameters. This yields the quantised sampled-data system depicted in Figure 6.5, where the state of the continuous-time plant with matrices

$$
A = \begin{bmatrix}
0 & 1 & 0 \\
2798 & 0 & -19.6 \\
0 & 0 & -24.39 \\
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
0 \\
2.439 \\
\end{bmatrix},
$$

(6.77)

is regularly sampled every $T = 4.605 \cdot 10^{-3}$ seconds. [This sampling period was used in Ishii et al. (2004).] The state samples are multiplied by the feedback gain

$$
K = \begin{bmatrix}
10315.67 & 195.02 & -49.47 \\
\end{bmatrix},
$$

(6.78)

and then passed through a scalar quantiser $q$ to generate the control inputs at times $t_k = kT$, for all $k \geq 0$. At times $t_k \leq t < t_k + T$, the plant input is held at its value by means of a zero-order hold device.

The quantiser $q$ is defined as:

$$
q(\sigma) = u_j \text{ if and only if } \sigma \in I_j,
$$

(6.79)
for all \( j \in \mathbb{Z} \), where
\[
\alpha_0 = 0.451, \quad \rho = 1/1.78 = 0.5618.
\] (6.82)

Our aim is to apply the proposed ultimate bound estimation method to this magnetic levitation system. To do this, we need to regard this system as a perturbed sampled-data system described by equations (6.11) and (6.12), where the perturbations are introduced by the quantiser and are bounded as was described in §6.3. The scalar quantiser \( q \) in (6.79)–(6.82), depicted in Figure 6.6 a), can be expressed as
\[
q(s) = r \approx q(s),
\] where \( \approx q(s) \) is a semitruncated logarithmic quantiser of the form considered in §6.3. Straightforward calculations yield \( r = \beta_0(1 + \rho)/(2\alpha_0) = 1.1289 \). The quantiser \( \approx q \) is shown in Figure 6.6 b), where \( \approx 0 = 0 = r = 0.5775 \).

We can now straightforwardly put the system into the form of equations (6.11) and (6.12), with the perturbation bounded as in (6.36) by interchanging the scalar gain \( r \) with the hold device in Figure 6.5. We then obtain a continuous-time plant of equations (6.11a) and (6.11b) with \( A_p = A \), \( B_p = Br \) and \( C_p = I_3 \), and a static discrete-time controller of equation (6.11d) with \( D_c = K \) and zero \( C_c \). We also have (6.12) and note that \( N_p = 3, N_c = 0, M = 1, P = 3, n = N_p + N_c = 3 \) and \( S = P + M = 4 \). The discrete-time model (6.13)–(6.19) is then given by
\[
x_k = x_p(t_k), \quad A_d = A_{11}, \quad B_d = [B_{11} B_{12}].
\] (6.83)

We express \( A_d \) in Jordan canonical form as \( A_d = U A U^{-1} \) and note that the partition of \( U \) in (6.35) is just \( U = U_p \in \mathbb{C}^{3 \times 3} \), since \( N_c = 0 \). From (6.27) and (6.29), and since there is no quantisation at the plant outputs, we have \( \Gamma_p = 0_{3 \times 3} \) and \( \theta_p = 0_{3 \times 1} \). Then, from (6.37), \( \Theta_p = 0_{3 \times 3} \). From (6.28), (6.23)
and Figure 6.6 b), we have $\Gamma_e = (1 - \rho)/(1 + \rho)$ and $\theta_e = \alpha_0$. Also, from (6.38), $\Theta_e = \Gamma_e|KU_p|$. Then, $\Delta y_k$ can be bounded as

\[ |\Delta y_p(k)| = 0, \quad \Delta y_c(k) \leq \max \{ \Theta_e |z_k|, \theta_e \} = \max \left\{ \left. \frac{1 - \rho}{1 + \rho} |KU_p||z_k|, \alpha_0 \right\} . \]

We can now readily compute the matrix $M$ in (6.40) and verify that $\rho(M) < 1$. Then, using Theorem 6.5, we have

\[ \beta = [0.1121 \ 0.0336 \ 0.0507]^T \quad \text{and} \quad \gamma = [6.067 \ 1.817 \ 2.745]^T \cdot 10^{-2}. \]

Iteration of the map $T$ defined in (6.45) from the initial condition $\beta$ yields

\[ b_{\infty} = \gamma = [6.067 \ 1.817 \ 2.745]^T \cdot 10^{-2}. \]

Application of Theorem 6.5 using $\epsilon = [1 \ 1 \ 1]^T \cdot 10^{-10}$ and $b_{\infty}$ shows that for any $x_0 = x_p(0) \in \mathbb{R}^3$, there exists $\ell = \ell(\epsilon, x_0) \geq 0$ such that

\[ |x_p(t_k)| \leq [9.2 \ 363.5 \ 862.2]^T \cdot 10^{-4}, \quad (6.86) \]

for all $k \geq \ell$. Moreover, application of Theorem 6.8 using $b_{\infty}$ and the same value of $\epsilon$ yields

\[ |x_p(t)| \leq [9.2 \ 363.5 \ 862.2]^T \cdot 10^{-4}, \quad (6.87) \]

and application of Lemma 6.9 yields

\[ |x_p(t)| \leq [13.7 \ 544.2 \ 1096.3]^T \cdot 10^{-4}, \quad (6.88) \]

both for all $t \geq t_\ell = \ell T$.

We observe some interesting features of this example. First, note that $b_{\infty} = \gamma$ and hence the lower bound on the discrete-time componentwise ultimate bound provided by Theorem 6.5 is achieved. In §6.5.2, we will see another quantised sampled-data scheme where this feature is not present. Second, note that the bound (6.87), that takes account of intersample behaviour, is identical to the bound (6.86), which is only valid at the sampling instants. The equality of these bounds shows that, in this example, there is no conservativeness in the bounding procedure of Theorem 6.8.

In Ishii et al. (2004), a randomized algorithm is developed that reduces conservatism in the analysis of sampled-data systems with quantisers. The approach in Ishii et al. (2004) can reduce conservatism not only in the ultimate bounds for a system, but also in the required sampling period. In addition, the approach considers a guaranteed decay rate to the ultimate bound. Here, we are only interested in comparing the ultimate bound obtained in Ishii et al. (2004) with the componentwise bounds (6.87) and (6.88). The ultimate bound obtained in Ishii et al. (2004) is, using our notation,

\[ \|x_p(t)\|_2 \leq 0.053, \quad \text{for } t \geq t_{\ell}. \]

(6.89)
From (6.87), it follows that
\[ \|x_p(t)\|_2 \leq 0.0936, \quad (6.90) \]
and from (6.88), that
\[ \|x_p(t)\|_2 \leq 0.1224, \quad (6.91) \]
both for all \( t \geq t_\epsilon \).

It is not surprising, perhaps, that the bound (6.89), obtained in Ishii et al. (2004), is better than (6.90), since the algorithm in Ishii et al. (2004) involves the analysis of individual state trajectories. On the other hand, note that the componentwise bound (6.87) gives a tighter bound on the first two components of the state, which represent the position and velocity of the ball in the magnetic levitation system. In particular, the ultimate bound on the ball position, \( 9.2 \cdot 10^{-4} \), is more than 50 times lower than 0.053. Also, the ultimate bound on the ball position given by (6.88), \( 13.7 \cdot 10^{-4} \), is more than 35 times lower than 0.053.

It is worth emphasising that the method we propose is completely systematic, and does not require adjustment of any parameters or selection of, for example, appropriate probability density functions in order to provide an ultimate bound for a system.

### 6.5.2 Static Controller with Mixed Quantisers

Consider the same example of §6.5.1, but assume now that, in addition to the quantiser of Figure 6.5, the plant states are individually uniformly quantised before multiplication by the feedback gain \( K \). For this new scheme, the results of Ishii et al. (2004) are not directly applicable since we have quantisation both at the plant and controller outputs.

We consider quantisation steps \( \alpha_1 = 2 \cdot 10^{-4}, \alpha_2 = 0.01 \) and \( \alpha_3 = 0.02 \) for the quantisers corresponding to \( x_{p1}, x_{p2} \) and \( x_{p3} \), respectively. For this new quantised sampled-data scheme, we have \( \delta_i = 0 \) and \( u_i^q = \alpha_i/2 \) for \( i = 1, 2, 3 \) (see §6.3). Hence, from (6.27) and (6.29) we have \( \Gamma_p = 0 \) and \( \theta_p = [1 \ 50 \ 100]^T \cdot 10^{-4} \). Note from (6.40) that the matrix \( M \) is the same as in §6.5.1, since we consider the same plant and feedback gain, and we did not add or modify any logarithmic or semitruncated logarithmic quantisers. Then, using Theorem 6.5, we have

\[ \beta = [0.9084 \ 0.2721 \ 0.4111]^T \quad \text{and} \quad \gamma = [0.4915 \ 0.1473 \ 0.2224]^T. \]

Iteration of the map \( T \) defined in (6.45) from the initial condition \( \beta \) yields

\[ b_\infty = [0.7963 \ 0.2385 \ 0.3603]^T. \]

Application of Theorem 6.5 using \( \epsilon = [1 \ 1 \ 1]^T \cdot 10^{-10} \) and \( b_\infty \) shows that for any \( x_0 = x_p(0) \in \mathbb{R}^3 \), there exists \( \ell = \ell(\epsilon, x_0) \geq 0 \) such that
\[ |x_p(t_k)| \leq [0.0120 \ 0.4770 \ 1.1317]^T, \quad (6.92) \]
for all $k \geq t$. Moreover, application of Theorem 6.8 using $b_\infty$ and the same value of $\epsilon$ yields

$$|x_p(t)| \leq [0.0120 0.4770 1.1317]^T,$$

while application of Lemma 6.9 yields

$$|x_p(t)| \leq [0.0180 0.7142 1.4389]^T,$$

both for all $t \geq t$. Note that, as with the example in §6.5.1, the bound that is valid only at the sampling instants coincides with the one that takes intersample behaviour into account provided by Theorem 6.8. However, as opposed to that example, in this case $b_\infty > \gamma$.

### 6.5.3 Dynamic Controller with a Single Quantiser

Consider again the example of §6.5.1, but now assume that only $x_{p_1}$, that is, only the ball position, can be measured. To control the plant, we first designed, ignoring quantisation, a discrete-time partial state observer to estimate the remaining plant states, $x_{p_2}$ and $x_{p_3}$, at the sampling instants. The measured state and the estimated states are multiplied by the feedback gain $K$ given in (6.78) prior to being quantised by the quantiser $q$ defined in (6.79)–(6.82). For this setting, we could not find any location of the observer poles that rendered $\rho(M) < 1$, with $M$ as in (6.40). Since, in this case, our method cannot be applied, we reduced the sampling period to $T = 3.07 \cdot 10^{-3}$, which is one of the values employed in Ishii and Francis (2002a, §4.7).

After recalculating the discrete-time model of the plant for the new sampling period, placing the discrete-time reduced state observer poles at $-0.26$ and $-0.38$, and taking account of the state feedback gain $K$, the resulting controller has matrices

$$A_c = \begin{bmatrix} -0.7715 & -0.001495 \\ 29.011 & -0.17693 \end{bmatrix}, \quad B_c = \begin{bmatrix} -1000.4 \\ 27423 \end{bmatrix},$$

$$C_c = \begin{bmatrix} 195.02 & -49.465 \end{bmatrix}, \quad D_c = 5.691 \cdot 10^5.$$

The parameters $\Gamma_p$, $\Gamma_c$, $\theta_c$ and $\theta_p$ are the same as in §6.5.1. The matrix $M$ in (6.40) now satisfies $\rho(M) < 1$. Then, using Theorem 6.5, we have

$$\beta = \begin{bmatrix} 2.997 \cdot 10^{-2} \\ 6.393 \cdot 10^{-4} \\ 3.504 \\ 20.43 \\ 28.75 \end{bmatrix}, \quad \gamma = \begin{bmatrix} 6.470 \cdot 10^{-3} \\ 1.381 \cdot 10^{-4} \\ 0.7564 \\ 4.409 \\ 6.206 \end{bmatrix} = b_\infty.$$

Application of Theorem 6.5 using $\epsilon = [1 1 1 1]^T \cdot 10^{-10}$ and $b_\infty$ shows that for any $x_0 =$
For all $k \geq \ell$. Moreover, application of Theorem 6.8 using $b_\infty$ and the same value of $\epsilon$ yields

$$|x_p(t)| \leq [1.25 \ 51.52 \ 115.5]^T \cdot 10^{-3},$$

while application of Lemma 6.9 yields

$$|x_p(t)| \leq [1.695 \ 69.38 \ 137.71]^T \cdot 10^{-3},$$

both for all $t \geq t_\ell$.

As with the example in §6.5.1, note that $b_\infty = \gamma$ and the bound on the plant states that is valid only at the sampling instants coincides with the bound that takes account of intersample behaviour given by Theorem 6.8.

### 6.6 Chapter Summary

In this chapter, we have developed a novel systematic method to obtain componentwise ultimate bounds for perturbed discrete-time and sampled-data systems, especially when the perturbations arise due to the use of quantisers. The main features of the method are its systematic nature, whereby the method can be readily computer coded without requiring adjustment of parameters, and its flexibility in dealing with highly structured perturbation schemes, whereby the information on the perturbation structure is directly incorporated into the method. This last feature distinguishes the method from other methods that require a bound on the norm of the perturbation and thus may disregard information on the perturbation structure. We have illustrated the simplicity and potential of the method with numerical examples. Future research directions include the derivation of conditions under which the ultimate bounds obtained admit even simpler forms, as observed in the examples when $b_\infty = \gamma$ or when the bound that is valid only at the sampling instants coincides with the one that takes intersample behaviour into account, and the extension of the framework to nonlinear systems.
Chapter 7

General Perturbation Bounds

7.1 Overview

In Chapter 6, we have derived componentwise global ultimate bounds for discrete-time and sampled-data systems involving quantisers. Our derivations were based on regarding a quantised variable as a perturbed copy of the corresponding unquantised variable. The perturbation introduced by a quantiser was then bounded according to the type of quantiser. We have seen that the corresponding perturbation bound may depend on the system state. In summary, Chapter 6 derived componentwise global ultimate bounds for perturbed discrete-time and sampled-data systems having componentwise perturbation bounds of a specific form.

In this chapter, we extend the approach of Chapter 6 to more general componentwise perturbation bounds. We seek componentwise ultimate bounds for continuous- and discrete-time perturbed systems having componentwise perturbation bounds that may depend on the system state. The perturbation bounds considered in this chapter do not necessarily arise from quantisation, though the latter can be seen as a special case of perturbation bounds that fit into the development of this chapter.

As in Chapter 6, our derivations involve the analysis of the system in modal coordinates. This approach has been employed to derive componentwise ultimate bounds for systems having constant perturbation bounds in Yakowitz and Parker (1973) for discrete-time systems and in Kofman (2005) for continuous-time systems. The current work extends the approach of Yakowitz and Parker (1973) and Kofman (2005) by allowing the perturbation bound to be a state-dependent function. Specifically, we consider a system defined by

$$\dot{x}(t) = Ax(t) + u(t),$$  \hspace{1cm} (7.1)

where $x(t) \in \mathbb{R}^n$ denotes the system state, $u(t) \in \mathbb{R}^n$ a perturbation input and $A \in \mathbb{R}^{n \times n}$ is Hurwitz (has all its eigenvalues in the open left half-plane). The result of Kofman (2005), which applies only when $A$ is also diagonalisable, essentially consists in obtaining a componentwise ultimate bound on the
state $x$, when the perturbation term $u(t)$ is componentwise bounded as

$$|u_i(t)| \leq u_m, \quad \text{for } i = 1, \ldots, n.$$  

Here, we derive ultimate bounds when $A$ is Hurwitz (not necessarily diagonalisable) and the perturbation term is componentwise bounded by a (possibly) nonlinear function of the state, as follows

$$|u_i(t)| \leq \delta_i(x(t)), \quad \text{for } i = 1, \ldots, n. \quad (7.2)$$

We also derive a discrete-time counterpart of the method, considering a discrete-time system of the form

$$x(k + 1) = Ax(k) + u(k),$$

where $A \in \mathbb{R}^{n \times n}$ has all its eigenvalues inside the unit circle and $u(k)$ is componentwise bounded by a state-dependent function.

These results are then utilised to derive ultimate bounds in perturbed nonlinear systems by regarding such a system as a linear system having a (nonlinear) state-dependent perturbation term. In all cases, we provide a systematic method for computing an ultimate bound and a set of initial states from which the ultimate bound obtained is guaranteed. Thus, extending the results of Chapter 6 to more general perturbation bounds comes at the expense of the global feature of the ultimate bounds previously derived. The method is based on the iteration of a map constructed from the modal decomposition of the matrix $A$ and from the perturbation bounds (7.2).

The selected structure, (7.1)–(7.2), permits one to represent most problems where estimation of an ultimate bound is of practical importance. These problems include the presence of noise, the effect of uniform or logarithmic quantisation, systems with parametric uncertainty (where the product of an unknown matrix and the state can be modelled as a perturbation), etc. Notice that in these cases the perturbation does not necessarily affect each component of the right-hand side of (7.1) in the same way and hence it may be useful to bound the perturbation componentwise as in (7.2). Our method can also be easily extended to systems of the form $\dot{x}(t) = Ax(t) + Bu(t)$ or $x(k + 1) = Ax(k) + Bu(k)$, where $u \in \mathbb{R}^m$, with straightforward modifications of the derived expressions.

The remainder of the chapter is organised as follows. In §7.2 and §7.3, we derive componentwise ultimate bounds for continuous- and discrete-time systems, respectively. Illustrative examples are provided in §7.4 and a summary is given in §7.5.

### 7.2 Ultimate Bounds for Continuous-time Systems

In this section, we develop a systematic method to obtain ultimate bounds for perturbed continuous-time systems. In §7.2.1, we derive ultimate bound expressions when the perturbation input is componentwise bounded by constants. This result is used as an intermediate tool to derive ultimate bound expressions
at the beginning of §7.2.2, where the perturbation input is bounded by a state-dependent function. In §7.2.2, we then proceed to develop the aforementioned systematic method. In §7.2.3, we show how the results of §7.2.2 may be applied to nonlinear systems.

7.2.1 Constant Perturbation Bounds

In this section, we present ultimate bounds for a linear system when the perturbation bound is constant. This result is presented in Theorem 7.3, which builds on the following two preliminary lemmas. Lemma 7.1 derives a result for a perturbed scalar system and Lemma 7.2 a similar result for a system whose evolution matrix consists of a single Jordan block.

Lemma 7.1 Consider the complex scalar system

\[ \dot{z}(t) = \lambda z(t) + v(t) \]  

(7.3)

where \( \lambda, z(t), v(t) \in \mathbb{C} \), and \( \Re(\lambda) < 0 \). Let \( v_m \in \mathbb{R}_{+,0} \) and suppose that \( |z(0)| \leq \left| \left( \Re(\lambda) \right)^{-1} \right| v_m \).

(a) If \( |v(t)| \leq v_m \) for all \( 0 \leq t \leq \tau \), then \( |z(t)| \leq \left| \left( \Re(\lambda) \right)^{-1} \right| v_m \) for all \( 0 \leq t \leq \tau \).

(b) If \( |v(t)| \leq v_m \) for all \( t \geq 0 \), then \( |z(t)| \leq \left| \left( \Re(\lambda) \right)^{-1} \right| v_m \) for all \( t \geq 0 \).

Proof. Express \( z(t) \) in polar form as \( z(t) = \rho(t) e^{j\theta(t)} \), where \( \rho(t) \in \mathbb{R}_{+,0} \) and \( \theta(t) \in \mathbb{R} \). Substituting into (7.3) and multiplying by \( e^{-j\theta(t)} \) yields

\[ \dot{\rho}(t) + j\rho(t) \dot{\theta}(t) = \lambda \rho(t) + v(t) e^{-j\theta(t)}. \]

Taking real part and using the bound on \( v(t) \), we have

\[ \dot{\rho}(t) = \Re(\lambda) \rho(t) + \Re \left( v(t) e^{-j\theta(t)} \right) \leq \Re(\lambda) \rho(t) + v_m, \]  

(7.4)

where the inequality is valid for \( 0 \leq t \leq \tau \) in a) or for \( t \geq 0 \) in b). Define the auxiliary system

\[ \dot{y}(t) = \Re(\lambda) y(t) + v_m, \]  

(7.5)

with initial condition \( y(0) \overset{\Delta}{=} \rho(0) = |z(0)| \). This linear differential equation can be solved as

\[ y(t) = |z(0)| e^{\Re(\lambda)t} + \frac{v_m}{\Re(\lambda)} \left( 1 - e^{\Re(\lambda)t} \right), \]  

(7.6)

where we have used the fact that \( \Re(\lambda) < 0 \). Using the assumption \( |z(0)| \leq \left| \left( \Re(\lambda) \right)^{-1} \right| v_m \) in (7.6), it follows that \( y(t) \leq \left| \left( \Re(\lambda) \right)^{-1} \right| v_m \) for all \( t \geq 0 \). Applying the Comparison Lemma to (7.4) and (7.5) (see, for example, Khalil, 2002, p.102), we conclude that \( |z(t)| \leq y(t) \), for all \( 0 \leq t \leq \tau \) in a) or for all \( t \geq 0 \) in b). The result follows. \( \square \)
Lemma 7.2 Consider the (possibly complex) system
\[ \dot{z}(t) = \Lambda z(t) + v(t) \]  
(7.7)
where \( z(t), v(t) \in \mathbb{C}^r \) and \( \Lambda \in \mathbb{C}^{r \times r} \) is a Jordan block with eigenvalue \( \lambda \) satisfying \( \Re(\lambda) < 0 \). Let \( v_m \in \mathbb{R}^{r \times 1} \) and suppose that \( |z(t)| < \left| \left[ \Re(\Lambda)^{-1} \right] v_m \right| \).

a) If \( |v(t)| \leq v_m \) for all \( 0 \leq t \leq \tau \), then \( |z(t)| \leq \left| \left[ \Re(\Lambda)^{-1} \right] v_m \right| \) for all \( 0 \leq t \leq \tau \).

b) If \( |v(t)| \leq v_m \) for all \( t \geq 0 \), then \( |z(t)| \leq \left| \left[ \Re(\Lambda)^{-1} \right] v_m \right| \) for all \( t \geq 0 \).

Proof. Since \( \Lambda \) is a Jordan block with eigenvalue \( \lambda \), note that the matrix \( \left| \left[ \Re(\Lambda)^{-1} \right] \right| \) satisfies
\[ \left| \left[ \Re(\Lambda)^{-1} \right] \right| = \begin{bmatrix} |\Re(\lambda)^{-1}| & |\Re(\lambda)^{-2}| & \ldots & |\Re(\lambda)^{-r}| \\ 0 & |\Re(\lambda)^{-1}| & \ldots & |\Re(\lambda)^{-(r-1)}| \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & |\Re(\lambda)^{-1}| \end{bmatrix}. \]
(7.8)
Define
\[ a \triangleq \left| \left[ \Re(\Lambda)^{-1} \right] v_m \right|, \]
(7.9)
and let \( a_i \) and \( v_{m_j} \) denote the \( i \)-th and \( j \)-th components of \( a \) and \( v_m \), respectively. Using (7.8) and (7.9), we can write
\[ a_i = \sum_{j=1}^{r} \left| \Re(\lambda)^{-(j-i+1)} \right| v_{m_j}, \]
(7.10)
for \( i = 1, \ldots, r \). Let \( z_i(t) \) denote the \( i \)-th component of \( z(t) \). We will prove by induction that
\[ |z_i(t)| \leq a_i, \quad \text{for } i = 1, \ldots, r, \]
(7.11)
for \( 0 \leq t \leq \tau \) in a) or for \( t \geq 0 \) in b). By assumption, \( |z(0)| \leq \left| \left[ \Re(\Lambda)^{-1} \right] v_m \right| \), and using \( a \) as defined above, we have
\[ |z_i(0)| \leq a_i, \quad \text{for } i = 1, \ldots, r. \]
(7.12)
In particular, \( |z_r(0)| \leq a_r = \left| \left[ \Re(\Lambda)^{-1} \right] v_m \right| \). From (7.7) and the Jordan form of \( \Lambda \), it follows that \( \dot{z}_r(t) = \lambda z_r(t) + v_r(t) \), with \( |v_r(t)| \leq v_m \), for \( 0 \leq t \leq \tau \) in a) or for \( t \geq 0 \) in b). Applying Lemma 7.1 yields \( |z_r(t)| \leq \left| \Re(\lambda)^{-1} \right| v_m = a_r \) for \( 0 \leq t \leq \tau \) in a) or for \( t \geq 0 \) in b), proving (7.11) for \( i = r \).

We next prove that if \( z_{i+1} \) satisfies (7.11), then \( z_i \) also does. Thus, suppose that \( z_{i+1} \) satisfies (7.11). This implies
\[ |z_{i+1}(t) + v_i(t)| \leq a_{i+1} + v_m, \]
(7.13)
for 0 ≤ t ≤ τ in a) or for t ≥ 0 in b). Using (7.10), the right-hand side of (7.13) satisfies
\[ \Re(\lambda)^{-1} \left( a_{i+1} + v_{m_i} \right) = \Re(\lambda)^{-1} \left( \sum_{j=i+1}^{r} \left( \Re(\lambda)^{-1} \right)^{(j-i)} v_{m_j} + v_{m_i} \right) \]
\[ = \Re(\lambda)^{-1} \left( \sum_{j=i}^{r} \left( \Re(\lambda)^{-1} \right)^{(j-i)} v_{m_j} \right) \]
\[ = \sum_{j=i}^{r} \left( \Re(\lambda)^{-1} \right)^{(j-i+1)} v_{m_j} = a_i. \] (7.14)

From (7.7) and the Jordan form of \( \Lambda \), we have
\[ \dot{z}_i(t) = \lambda z_i(t) + z_{i+1}(t) + v_i(t), \]
for \( i = 1, \ldots, r - 1 \), where the last two terms satisfy (7.13). From (7.12) and (7.14), we have
\[ |z_i(0)| \leq a_i = \Re(\lambda)^{-1} \left( a_{i+1} + v_{m_i} \right). \]

Applying Lemma 7.1 then yields
\[ |z_i(t)| \leq |\Re(\lambda)^{-1} \left( a_{i+1} + v_{m_i} \right)| = a_i \]
valid for 0 ≤ t ≤ τ in a) or for t ≥ 0 in b). This shows that \( z_i \) also satisfies (7.11).

Since we have already shown that \( z_r \) satisfies (7.11), it follows that (7.11) is satisfied for \( i = 1, \ldots, r \) and the proof is complete. \( \square \)

The following theorem provides ultimate bounds for linear systems having constant perturbation bounds. This theorem extends the result of Kofman (2005) to the case where the system’s evolution matrix is required to be only Hurwitz (not necessarily diagonalizable). The main feature of this result is that it does not require the calculation of a Lyapunov function for the system and may yield tighter bounds than those obtained via standard Lyapunov analysis using quadratic functions, as we will show in §7.4.1 by means of a numerical example.

**Theorem 7.3** Consider the system
\[ \dot{x}(t) = Ax(t) + u(t) \] (7.15)
where \( x(t), u(t) \in \mathbb{R}^n \), and \( A \in \mathbb{R}^{n \times n} \) is a Hurwitz matrix with Jordan canonical form \( \Lambda = U^{-1}AU \).
Let \( u_m \in \mathbb{R}^{n \times n} \) and define
\[ S = |\Re(\lambda)|^{-1} \cdot |U^{-1}|. \] (7.16)

i) **Invariance.** Suppose that \( |U^{-1}x(0)| \leq Su_m \). If \( |u(t)| \leq u_m \) for \( 0 \leq t \leq \tau \), then the following hold for \( 0 \leq t \leq \tau \) and if \( |u(t)| \leq u_m \) for all \( t \geq 0 \), then the following hold for all \( t \geq 0 \):

a) \( |U^{-1}x(t)| \leq Su_m. \)
b) \( |x(t)| \leq |U|Su_m. \)
ii) Convergence. Suppose that $|u(t)| \leq u_m$ for all $t \geq 0$. Then, for each positive vector $\epsilon \in \mathbb{R}^n$, there exists a continuous function $t_f(\epsilon) : \mathbb{R}^n \to \mathbb{R}_{+,0}$ so that for each initial condition $x(0) \in \mathbb{R}^n$, the following hold for all $t \geq t_f(\epsilon, x(0))$:

a) $|U^{-1}x(t)| \leq Su_m + \epsilon$.

b) $|x(t)| \leq |U|Su_m + |U|\epsilon$.

**Proof.** Let $x(t) = Uz(t)$ and $v(t) \triangleq U^{-1}u(t)$. Then, using (7.15) we have

$$\dot{z}(t) = \Lambda z(t) + v(t), \quad (7.17)$$

where $v(t)$ satisfies

$$|v(t)| \leq v_m \triangleq |U^{-1}|u_m, \quad \text{either for } 0 \leq t \leq \tau \text{ or for all } t \geq 0. \quad (7.18)$$

Note that (7.17) constitutes $k (k \leq n)$ uncoupled sets of differential equations of the form

$$\dot{z}_i(t) = \Lambda_i z_i(t) + v_i(t), \quad \text{for } 1 \leq i \leq k, \quad (7.19)$$

where $z_i, v_i \in \mathbb{C}^{r_i}, \Lambda_i \in \mathbb{C}^{r_i \times r_i}$ is a Jordan block, and $r_i$ is the multiplicity of the eigenvalue of the $i$-th block. From (7.18), $|v_i(t)| \leq v_m$, either for $0 \leq t \leq \tau$ or for all $t \geq 0$.

i) By assumption, $|z(0)| = |U^{-1}x(0)| \leq Su_m$. Using (7.16) and (7.18), then

$$|z(0)| \leq |[\text{Re}(\Lambda)]^{-1}| v_m$$

and hence $|z_i(0)| \leq |[\text{Re}(\Lambda_i)]^{-1}| v_m$, for $i = 1, \ldots, k$. Applying Lemma 7.2 to (7.19), we obtain

$$|z_i(t)| \leq |[\text{Re}(\Lambda_i)]^{-1}| v_m, \quad \text{for } i = 1, \ldots, k, \quad (7.20)$$

for all $0 \leq t \leq \tau$. A compact expression for (7.20) is

$$|z(t)| \leq |[\text{Re}(\Lambda)]^{-1}| v_m, \quad \text{for all } 0 \leq t \leq \tau, \quad (7.21)$$

and the proof of i) a) for $0 \leq t \leq \tau$ follows by recalling that $z(t) = U^{-1}x(t)$, $v_m = |U^{-1}|u_m$ and (7.16). The proof for all $t \geq 0$ follows identical steps. To prove i) b) note that $|x(t)| = |Uz(t)| \leq |U| \cdot |z(t)|$ and use (7.21). This completes the proof of i).

ii) Consider again system (7.17) with initial condition $z(0)$ and with the perturbation term bounded by (7.18) for all $t \geq 0$. Let $\tilde{z}(t)$ satisfy

$$\ddot{\tilde{z}}(t) = \Lambda \tilde{z}(t), \quad \text{with } \tilde{z}(0) = z(0). \quad (7.22)$$

Since $\Lambda$ is the Jordan form of $A$, which is Hurwitz, then the equilibrium point $\tilde{z} = 0$ of (7.22) is globally exponentially stable. Hence, there exist positive constants $k$ and $\lambda$ such that (see, for example, Khalil, 2002, §4)

$$\|\tilde{z}(t)\|_\infty \leq k \|\tilde{z}(0)\|_\infty e^{-\lambda t}, \quad \text{for all } t \geq 0,$$
for all \( \tilde{z}(0) \). It then follows that for any \( \xi \in \mathbb{R}_+ \), we have

\[
\| \tilde{z}(t) \|_{\infty} \leq \xi, \quad \text{for all } t \geq \max \left\{ 0, \frac{1}{\lambda} \ln \frac{k \| \tilde{z}(0) \|_{\infty}}{\xi} \right\}.
\] (7.23)

Therefore, given \( \epsilon \in \mathbb{R}_+ \) and selecting \( \xi = \min_{i=1, \ldots, n} \epsilon_i \), it follows from (7.23) that

\[
|\tilde{z}(t)| \leq \epsilon, \quad \text{for all } t \geq t^*_f(\epsilon, \tilde{z}(0)),
\] (7.24)

where we have defined

\[
t^*_f(\epsilon, \tilde{z}) \triangleq \max \left\{ 0, \frac{1}{\lambda} \ln \frac{k \| \tilde{z} \|_{\infty}}{\min_{i=1, \ldots, n} \epsilon_i} \right\}.
\] (7.25)

Define \( \tilde{z}(t) \triangleq z(t) - \tilde{z}(t) \). Then, \( \tilde{z}(t) \) verifies (7.17) and (7.18). Note also that \( |\tilde{z}(0)| = 0 \leq |[\text{Re}(\Lambda)]^{-1}| v_m \). Thus, applying the result of part i), we conclude that \( |\tilde{z}(t)| \leq |[\text{Re}(\Lambda)]^{-1}| v_m \) for all \( t \geq 0 \). Then, using the definition of \( \tilde{z} \) and (7.24), we obtain

\[
|z(t)| \leq |\tilde{z}(t)| + |\tilde{z}(t)| \leq |[\text{Re}(\Lambda)]^{-1}| v_m + \epsilon \quad \text{for all } t \geq t^*_f(\epsilon, \tilde{z}(0)).
\] (7.26)

Recalling that \( z(t) = U^{-1}x(t) \), \( v_m = |U^{-1}| u_m \), and (7.16), it follows from (7.26) that

\[
|U^{-1}x(t)| \leq Su_m + \epsilon \quad \text{for all } t \geq t^*_f(\epsilon, \tilde{z}(0)).
\] (7.27)

Recalling that \( \tilde{z}(0) = \tilde{z}(0) = U^{-1}x(0) \), and defining \( t_f(\epsilon, x) \triangleq t^*_f(\epsilon, U^{-1}x) \), it follows from (7.27) that

\[
|U^{-1}x(t)| \leq Su_m + \epsilon \quad \text{for all } t \geq t_f(\epsilon, x(0)).
\] (7.28)

This establishes ii) a). Part ii) b) follows from (7.28) and since \( |x(t)| \leq |U||U^{-1}x(t)| \). From the definition of \( t_f \) and (7.25), note that \( t_f(\epsilon, \cdot) \) is continuous. This completes the proof of the theorem. \( \square \)

Theorem 7.3 i) characterises a bounded invariant region in the state space, that is, a region with the property that trajectories originating in that region remain in the region while the perturbation remains bounded. Theorem 7.3 ii) shows that, if the perturbation is bounded for all \( t \geq 0 \), then the trajectories converge to the bounded invariant region from any initial condition.

Theorem 7.3 gives both implicit and componentwise ultimate bound estimations of LTI systems when the perturbation bound is constant. The regions of the state space defined by the implicit bounds given in Theorem 7.3 ii) a) are contained in the axis-aligned sets corresponding to Theorem 7.3 ii) b). The latter provides componentwise ultimate bounds on the state.

### 7.2.2 State-dependent Perturbation Bounds

In this section, we present the main contribution of the chapter for continuous-time systems. We provide ultimate bound expressions for linear systems with state-dependent perturbation bounds that satisfy a monotonicity condition [see (7.30) and (7.31) below]. The ultimate bounds are derived in Theorem 7.4,
which requires the existence of a point \((x_m)\) satisfying a certain condition. We subsequently provide an algorithm to test whether this condition is satisfied, and a proof of the algorithm’s convergence. All these results provide a systematic method to obtain ultimate bounds for continuous-time systems. As we will see in the examples, the bounds provided by this systematic method may be tighter than those obtained via standard Lyapunov analysis using quadratic functions, and can also be combined with the latter methodology to improve on the bounds provided by either approach.

**Theorem 7.4** Consider the system

\[
\dot{x}(t) = Ax(t) + u(t),
\]

(7.29)

where \(x(t), u(t) \in \mathbb{R}^n\), and \(A \in \mathbb{R}^{n \times n}\) is Hurwitz with Jordan canonical form \(A = U^{-1}AU\). Suppose that

\[
|u(t)| \leq \delta(x(t)) \quad \text{for all } t \geq 0,
\]

(7.30)

where \(\delta : \mathbb{R}^n \to \mathbb{R}_+, 0\) is a continuous map satisfying

\[
|x| \leq |y| \Rightarrow \delta(x) \leq \delta(y) \quad \text{for all } x, y \in \mathbb{R}^n.
\]

(7.31)

Consider the map \(T : \mathbb{R}^n \to \mathbb{R}^n_+, 0\) defined by

\[
T(x) \triangleq |U|S\delta(x),
\]

(7.32)

with \(S\) as defined in (7.16). Suppose that there exists \(x_m \in \mathbb{R}^n\) satisfying \(T(x_m) \prec x_m\). Then,

i) \(b \triangleq \lim_{k \to \infty} T^k(x_m)\) exists and satisfies \(0 \preceq b \prec x_m\).

ii) If \(|U^{-1}x(0)| \preceq S\delta(x_m)\) then, given any positive vector \(\epsilon \in \mathbb{R}^n_+\), a finite time \(t_f = t_f(\epsilon, x_m) \geq 0\) exists so that for all \(t \geq t_f\),

a) \(|U^{-1}x(t)| \preceq S\delta(b) + \epsilon\).

b) \(|x(t)| \preceq b + |U| \epsilon\).

**Proof.** By (7.16), (7.31), (7.32), and a property of matrices with nonnegative entries [see (6.2) in Chapter 6], then \(T\) satisfies

\[
|x| \leq |y| \Rightarrow T(x) \leq T(y) \quad \text{for all } x, y \in \mathbb{R}^n.
\]

(7.33)

i) Note that \(0 \preceq T(x_m) \prec x_m\) and hence \(|T(x_m)| \prec |x_m|\). By (7.33), then \(T(T(x_m)) \preceq T(x_m)\) and applying \(T\) repeatedly we obtain

\[
0 \preceq T^k(x_m) \preceq T^{k-1}(x_m) \prec x_m \quad \text{for all } k \geq 2.
\]

(7.34)

The sequence \(T^k(x_m)\) is thus componentwise nonincreasing and lower bounded by 0, and hence it must converge to some point \(b = \lim_{k \to \infty} T^k(x_m)\) that satisfies \(0 \preceq b \prec x_m\).
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ii) For any \( \gamma \in \mathbb{R}_+^n \), define the map \( T_{\gamma} : \mathbb{R}^n \to \mathbb{R}_+^n \) by

\[
T_{\gamma}(x) \triangleq T(x) + |U| \gamma.
\]

(7.35)

To proceed with the proof of Theorem 7.4, we require the following four claims. The proofs of these claims will be given later.

**Claim 1** For any \( \gamma \in \mathbb{R}_+^n \) and \( k \in \mathbb{Z}_{+0} \), there exists \( t_f(\gamma) \geq 0 \) such that

\[
|U^{-1}x(t)| \leq S\delta(T_{\gamma}^k(x_m)) + \gamma \text{ for all } t \geq t_f(\gamma),
\]

(7.36)

**Claim 2** For any \( \xi \in \mathbb{R}_+ \), there exists \( \eta_1 = \eta_1(\xi) > 0 \) such that

\[
||\delta(b + \Delta b) - \delta(b)||_{\infty} < \xi \text{ whenever } ||\Delta b||_{\infty} < \eta_1(\xi).
\]

**Claim 3** For any \( \xi \in \mathbb{R}_+ \), there exists \( N = N(\xi) \in \mathbb{Z}_{+0} \) such that

\[
||T^k(x_m) - b||_{\infty} < \xi \text{ whenever } k \geq N(\xi).
\]

**Claim 4** For any \( \xi \in \mathbb{R}_+ \) and \( k \in \mathbb{Z}_{+0} \), there exists \( \eta_2 = \eta_2(\xi, k) > 0 \) such that

\[
||T^k_{\gamma}(x_m) - T^k(x_m)||_{\infty} < \xi \text{ whenever } \gamma \in \mathbb{R}_+^n \text{ and } ||\gamma||_{\infty} < \eta_2(\xi, k).
\]

(7.37)

We next show that for any \( \epsilon \in \mathbb{R}_+^n \), we may select \( \gamma = \gamma(\epsilon, x_m) \in \mathbb{R}_+^n \) and \( k = k(\epsilon, x_m) \in \mathbb{Z}_{+0} \) so that

\[
S\delta(T^k_{\gamma}(x_m)) + \gamma \geq S\delta(b) + \epsilon.
\]

(7.38)

For the given \( x_m \), define

\[
\Delta b(\gamma, \epsilon) \triangleq T^k_{\gamma}(x_m) - b = T^k_{\gamma}(x_m) - T^k(x_m) + T^k(x_m) - b
\]

(7.39)

and write

\[
S\delta(T^k_{\gamma}(x_m)) + \gamma \geq S\delta(b) + S[\delta(b + \Delta b(\gamma, \epsilon))] - \delta(b) + \gamma
\]

\[
\geq S\delta(b) + S\delta(b + \Delta b(\gamma, \epsilon)) - \delta(b) + \gamma.
\]

(7.40)

For any \( \epsilon \in \mathbb{R}_+^n \), define \( \xi \triangleq \min_{i=1, \ldots, n} \epsilon_i \) and select \( k = k(\epsilon, x_m) \in \mathbb{Z}_{+0} \) and \( \gamma = \gamma(\epsilon, x_m) \in \mathbb{R}_+^n \) to satisfy

\[
k = N\left(\frac{1}{2} \eta_1\left(\frac{\xi}{2\|S\|_{\infty}}\right)\right) \quad \text{and} \quad \|\gamma\|_{\infty} < \min\left\{\frac{\xi}{2}, \eta_2\left(\frac{1}{2}\eta_1\left(\frac{\xi}{2\|S\|_{\infty}}\right), k\right)\right\},
\]

(7.41)

(7.42)

where \( \eta_1(\cdot) \), \( N(\cdot) \), and \( \eta_2(\cdot, \cdot) \) are the functions given by Claims 2 to 4. We next show that these selections yield (7.38).
For $k \in \mathbb{Z}_{+}$, selected according to (7.41), note that, by (7.42) and Claim 4, we have
\[
\|T_{k}(x_{m}) - T(x_{m})\|_{\infty} < \frac{1}{2} \eta_{1} \left( \frac{\xi}{2 \|S\|_{\infty}} \right).
\] (7.43)

By (7.41) and Claim 3, we have
\[
\|T_{k}(x_{m}) - b\|_{\infty} < \frac{1}{2} \eta_{1} \left( \frac{\xi}{2 \|S\|_{\infty}} \right).
\] (7.44)

From (7.39), it follows that
\[
k \eta(k) < \frac{1}{2} \|T_{k}(x_{m}) - x_{m}\|_{\infty} + \|T_{k}(x_{m}) - b\|_{\infty}.
\] (7.45)

Combining (7.43), (7.44), and (7.45), yields
\[
\|\Delta b(k, \gamma)\|_{\infty} < \eta_{1} \left( \frac{\xi}{2 \|S\|_{\infty}} \right).
\] (7.46)

By (7.46) and Claim 2, it follows that
\[
\|\delta(b + \Delta b(k, \gamma)) - \delta(b)\|_{\infty} < \frac{\xi}{2 \|S\|_{\infty}}.
\] (7.47)

By (7.47) and since $\|\gamma\|_{\infty} < \xi/2$ by (7.42), it follows that
\[
\|S\|_{\infty} \|\delta(b + \Delta b(k, \gamma)) - \delta(b)\|_{\infty} + \|\gamma\|_{\infty} < \xi,
\] (7.48)

which implies that
\[
\|S \left[ \delta(b + \Delta b(k, \gamma)) - \delta(b) \right] + \gamma\|_{\infty} < \xi.
\] (7.49)

From (7.49) and since $\xi = \min_{i=1,\ldots,n} \epsilon_{i}$, then
\[
\left| S \left[ \delta(b + \Delta b(k, \gamma)) - \delta(b) \right] + \gamma \right| < \epsilon.
\] (7.50)

Therefore, using Claim 1 and (7.40) it follows that for any $\epsilon \in \mathbb{R}^{n}$ there exists $t_{f} = t_{f}(\epsilon, x_{m}) \triangleq \bar{t}_{f}(k(\epsilon, x_{m}), \gamma(\epsilon, x_{m}), x_{m}) \geq 0$ such that
\[
|U^{-1}x(t)| \preceq S\delta(b) + \epsilon \quad \text{for all } t \geq t_{f}.
\] (7.51)

This establishes ii a). Part ii) b) follows from (7.51) and since $|x(t)| \preceq |U||U^{-1}x(t)|$. To complete the proof of Theorem 7.4, we finally prove Claims 1 to 4.

**Proof of Claim 1.** We begin by establishing that $|x(t)| \preceq x_{m}$ for all $t \geq 0$. For a contradiction, suppose that $|x(t_{d})| \not\preceq x_{m}$, where $0 \leq t_{d} < \infty$. Define
\[
t_{c} \triangleq \inf t, \quad \text{subject to } t \geq 0 \text{ and } |x(t)| \not\preceq x_{m}.
\] (7.52)

Note that $|x(0)| \preceq |U| \cdot |U^{-1}x(0)|$ and by assumption and (7.32), then
\[
|x(0)| \preceq |U|S\delta(x_{m}) = T(x_{m}) \preceq x_{m}.
\]
Hence, \( 0 < t_c \leq t_d \) and since \( x(t) \) is continuous we have \( |x(t)| \leq x_m \), for all \( 0 \leq t \leq t_c \). By (7.30) and (7.31) then \( |u(t)| \leq \delta(x_m) \), for all \( 0 \leq t \leq t_c \). Applying Theorem 7.3 i) b) and using (7.32), then \( |x(t)| \leq T(x_m) < x_m \), for all \( 0 \leq t \leq t_c \). Since \( x(t) \) is continuous, then there exists a positive real constant \( a > 0 \) such that \( |x(t)| \leq x_m \), for all \( 0 \leq t \leq t_c + a \), contradicting (7.52) and proving that
\[
|x(t)| \leq x_m \quad \text{for all } t \geq 0. \tag{7.53}
\]

We next proceed by induction on \( k \). From (7.30), (7.31), and (7.53), it follows that \( |u(t)| \leq \delta(x_m) \) for all \( t \geq 0 \). Using Theorem 7.3 ii) a), then given \( \gamma \in \mathbb{R}^n_+ \) a finite time \( t_1 = \tilde{t}_1(\gamma, x(0)) \geq 0 \) exists so that
\[
|U^{-1}x(t)| \leq S\delta(x_m) + \gamma \tag{7.54}
\]
for all \( t \geq \tilde{t}_1 \). By Theorem 7.3 ii), the function \( \tilde{t}_1(\gamma, \cdot) \) is continuous. By assumption, \( x(0) \) satisfies \( |U^{-1}x(0)| \leq S\delta(x_m) \), and for any \( \gamma \in \mathbb{R}^n_{+, 0} \), then \( x(0) \) is contained in the compact set
\[
C_0(\gamma, x_m) \triangleq \{ x \in \mathbb{R}^n : |U^{-1}x| \leq S\delta(x_m) + \gamma \}.
\]
Hence, the function \( \tilde{t}_1(\gamma, \cdot) \) achieves a maximum over \( C_0(\gamma, x_m) \), and we can define
\[
t_1(\gamma, x_m) \triangleq \max_{x \in C_0(\gamma, x_m)} \tilde{t}_1(\gamma, x),
\]
which is finite and nonnegative. Then, it follows that (7.54) holds for all \( t \geq t_1 \). This establishes (7.36) for \( k = 0 \) by defining \( \tilde{t}_f(0, \gamma, x_m) \triangleq t_1(\gamma, x_m) \).

Next, suppose that (7.36) holds for some \( k \in \mathbb{Z}_{+, 0} \). Since \( |x(t)| \leq |U||U^{-1}x(t)| \), using (7.36) we obtain
\[
|x(t)| \leq |U|S\delta(T_{\gamma}^k(x_m)) + |U| \gamma = T_{\gamma}^{k+1}(x_m),
\]
where we have used (7.32) and (7.35). Therefore, using (7.30) and (7.31), it follows that
\[
|u(t)| \leq \delta(T_{\gamma}^{k+1}(x_m)) \quad \text{for all } t \geq \tilde{t}_f(k, \gamma, x_m).
\]
Applying Theorem 7.3 ii) a), there exists \( \tilde{t}_{k+1} = \tilde{t}_{k+1}(\gamma, x(\tilde{t}_f(k, \gamma, x_m))) \geq 0 \) so that
\[
|U^{-1}x(t)| \leq S\delta(T_{\gamma}^{k+1}(x_m)) + \gamma, \quad \text{for all } t \geq \tilde{t}_f(k, \gamma, x_m) + \tilde{t}_{k+1}(\gamma, x(\tilde{t}_f(k, \gamma, x_m))). \tag{7.55}
\]
By Theorem 7.3 ii), the function \( \tilde{t}_{k+1}(\gamma, \cdot) \) is continuous. By our induction assumption (7.36), we have that \( x(\tilde{t}_f(k, \gamma, x_m)) \) is contained in the compact set
\[
C_k(\gamma, x_m) \triangleq \{ x \in \mathbb{R}^n : |U^{-1}x| \leq S\delta(T_{\gamma}^{k}(x_m)) + \gamma \}. \tag{7.56}
\]
Hence, \( \tilde{t}_{k+1}(\gamma, \cdot) \) achieves a maximum over this compact set, and we can define
\[
t_{k+1}(\gamma, x_m) \triangleq \max_{x \in C_k(\gamma, x_m)} \tilde{t}_{k+1}(\gamma, x),
\]
which is finite and nonnegative. Defining $t_f(k + 1, \gamma, x_m) \triangleq t_f(k, \gamma, x_m) + t_{k+1}(\gamma, x_m)$, it follows from (7.55) that (7.36) holds for $k + 1$. This concludes the proof of Claim 1.

**Proof of Claim 2.** Straightforward since the map $\delta$ is continuous by assumption.

**Proof of Claim 3.** Straightforward since, by part i), $b = \lim_{k \to \infty} T^k(x_m)$. 

**Proof of Claim 4.** By induction on $k$. For $k = 0$, for any $\xi \in \mathbb{R}_+$, any function $\eta_2(\xi) > 0$ causes (7.37) to be satisfied with $\eta_2(0) = \eta(0)$, since we adopt the convention that $T^0_0(x_m) = T^0(x_m) = x_m$. Then, the result of Claim 4 holds trivially for $k = 0$. Next, suppose that Claim 4 holds for some $k \in \mathbb{Z}_+$. Using (7.35), we have

$$
\|T^{k+1}_\gamma(x_m) - T^{k+1}(x_m)\|_{\infty} = \|T(T^k_\gamma(x_m)) - T(T^k(x_m)) + |U| \gamma\|_{\infty}
\leq \|T(T^k_\gamma(x_m)) - T(T^k(x_m))\|_{\infty} + \| |U| \gamma\|_{\infty}
(7.57)
$$

Since, by assumption, $T(x_m) \prec x_m$, note from (7.35) that there exists $\bar{\gamma} \in \mathbb{R}_+$ such that

$$
T_\gamma(x_m) \prec x_m \quad \text{for all } 0 \leq \gamma \leq \bar{\gamma}.
(7.58)
$$

Then, from (7.33) and (7.58), it follows that

$$
T(T_\gamma(x_m)) \preceq T(x_m), \quad \text{whence } T(T_\gamma(x_m)) + |U| \gamma \preceq T(x_m) + |U| \gamma.
$$

It then follows, from (7.35), that

$$
T^2_\gamma(x_m) \preceq T_\gamma(x_m),
$$

and repeating this recursively yields

$$
T^k_\gamma(x_m) \preceq T^{k-1}_\gamma(x_m)
$$

for all $k \in \mathbb{Z}_+$. Note then that $T^k_\gamma(x_m)$ is componentwise nonincreasing and satisfies

$$
0 \preceq T^k_\gamma(x_m) \prec x_m, \quad \text{for all } k \in \mathbb{Z}_+ \text{ and for all } 0 \leq \gamma \leq \bar{\gamma}.
(7.59)
$$

By (7.32) and since the map $\delta$ is continuous, then $T : \mathbb{R}^n \to \mathbb{R}^{n}_{++}$ also is continuous. Therefore, $T$ is uniformly continuous in the compact set (see, for example, Corwin and Szczarba, 1995)

$$
C \triangleq \{ x \in \mathbb{R}^n : 0 \leq x \leq x_m \}.
$$

This implies that for any $\xi \in \mathbb{R}_+$, there exists $\eta_3 = \eta_3(\xi)$ (independent of $x$ or $y$) such that

$$
\|T(x) - T(y)\|_{\infty} < \xi \quad \text{whenever } x, y \in C \text{ and } \|x - y\|_{\infty} < \eta_3(\xi).
$$

Using (7.34) and (7.59), it follows that for any $\xi \in \mathbb{R}_+$, we have

$$
\|T(T^k_\gamma(x_m)) - T(T^k(x_m))\|_{\infty} < \xi \quad \text{whenever } \|T^k_\gamma(x_m) - T^k(x_m)\|_{\infty} < \eta_3(\xi),
(7.60)
$$
provided $0 \leq \gamma \leq \bar{\gamma}$.

We next prove that Claim 4 holds for $k+1$ with

$$\eta_2(\xi, k + 1) \triangleq \min \left\{ \eta_2 \left( \eta_3(\xi/2), k \right), \min_{i=1,\ldots,n} \eta_i, \frac{\xi}{2 \|U\|_{\infty}} \right\},$$

(7.61)

By (7.61), note that

$$\gamma \in \mathbb{R}_{++}^n \text{ and } \|\gamma\|_{\infty} < \eta_2(\xi, k + 1) \implies \begin{cases} \|\gamma\|_{\infty} < \eta_2 \left( \eta_3(\xi/2), k \right), \\ \frac{\xi}{2 \|U\|_{\infty}} \end{cases},$$

(7.62a)

(7.62b)

(7.62c)

By (7.62a) and our induction assumption, it follows that

$$\gamma \in \mathbb{R}_{++}^n \text{ and } \|\gamma\|_{\infty} < \eta_2(\xi, k + 1) \implies \|T_\gamma^k(x_m) - T^k(x_m)\|_{\infty} < \eta_3(\xi/2),$$

and by (7.60) and (7.62b), it follows that

$$\|T(T_\gamma^k(x_m)) - T(T^k(x_m))\|_{\infty} < \xi/2.$$  

(7.63)

Also, note that

$$\|\gamma\|_{\infty} < \frac{\xi}{2 \|U\|_{\infty}} \implies \|U\|_{\infty} \|\gamma\|_{\infty} < \xi/2 \implies \|U \gamma\|_{\infty} < \xi/2.$$  

(7.64)

From (7.57), (7.62), (7.63), and (7.64), it follows that

$$\gamma \in \mathbb{R}_{++}^n \text{ and } \|\gamma\|_{\infty} < \eta_2(\xi, k + 1) \implies \|T_{\gamma}^{k+1}(x_m) - T^{k+1}(x_m)\|_{\infty} < \xi.$$  

This establishes Claim 4 for $k+1$ and concludes its proof.

The proof of Theorem 7.4 is now complete.

Theorem 7.5 Suppose that a map $T : \mathbb{R}^n \to \mathbb{R}^n_{++}$ satisfies (7.33).

Algorithm 1 (Numerical Computation of $x_m$) Consider a map $T : \mathbb{R}^n \to \mathbb{R}^n_{++}$.

1. Choose a scalar $c > 0$.

2. Define the map $T_c(x) \triangleq T(x) + c 1_n$ and iterate it from $x = 0$, generating the sequence $T_c^k(0)$, for $k = 1, 2, \ldots$
a) If, choosing \( c = \psi > 0 \), Algorithm 1 converges to a point \( \bar{x}_m^\psi \triangleq \lim_{k \to \infty} T_k^\psi(0) \), then \( T(\bar{x}_m^\psi) \prec \bar{x}_m^\psi \).

Also, if \( 0 < \phi < \psi \), then choosing \( c = \phi \), Algorithm 1 converges to \( \bar{x}_m^\phi \triangleq \lim_{k \to \infty} T_k^\phi(0) \), where \( \bar{x}_m^\phi \prec \bar{x}_m^\psi \).

b) If \( x_m \) exists such that \( T(x_m) \prec x_m \) and if \( c > 0 \) is chosen small enough in Step 1 of Algorithm 1, then the algorithm converges to a point \( \bar{x}_m \triangleq \lim_{k \to \infty} T_k^c(0) \) satisfying \( \lim_{k \to \infty} T_k(\bar{x}_m) \leq \lim_{k \to \infty} T_k^c(x_m) \).

**Proof.** a). Convergence of Algorithm 1 to a point \( \bar{x}_m^\psi \) implies that \( \bar{x}_m^\psi = T_\psi(\bar{x}_m^\psi) \) and by definition of \( T_\psi \) and the fact that \( \psi > 0 \), then \( T(\bar{x}_m^\psi) \prec T(\bar{x}_m^\psi) + \psi 1_n = \bar{x}_m^\psi \). Since \( \phi < \psi \), we have

\[
T_\phi(0) = T(0) + \phi 1_n \prec T(0) + \psi 1_n = T_\psi(0).
\]

Since \( T \) satisfies (7.33), applying \( T \) to the inequality above yields \( T(T_\phi(0)) \leq T(T_\psi(0)) \). Then, \( T(T_\phi(0)) + \phi 1_n \prec T(T_\psi(0)) + \psi 1_n \) whence \( T_\phi^2(0) \prec T_\psi^2(0) \). Repeating this procedure yields

\[
T_\phi^k(0) \prec T_\psi^k(0), \text{ for all } k > 0.
\]

(7.65)

Also, \( 0 \preceq T_\phi(0) \), whence \( T(0) \leq T(T_\phi(0)) \) and \( T(0) + \phi 1_n = T_\phi(0) \leq T(T_\phi(0)) + \phi 1_n = T_\phi^2(0) \).

Repeating this procedure yields

\[
T_\phi^k(0) \preceq T_\phi^{k+1}(0), \text{ for all } k > 0.
\]

(7.66)

From (7.66), the sequence \( T_\phi^k(0) \) is nondecreasing and from (7.65) it is bounded above by the converging sequence \( T_\phi^k(0) \). Therefore, \( T_\phi^k(0) \) must converge to some point \( \bar{x}_m^\phi \). From (7.65) it follows that \( \bar{x}_m^\phi \leq \bar{x}_m^\psi \).

Using (7.33) then \( T(\bar{x}_m^\phi) \leq T(\bar{x}_m^\psi) \), whence \( T_\phi(\bar{x}_m^\phi) = T(\bar{x}_m^\phi) + \phi 1_n \prec T(\bar{x}_m^\psi) + \psi 1_n = T_\psi(\bar{x}_m^\psi) \).

Hence, \( \bar{x}_m^\phi = T_\phi(\bar{x}_m^\phi) \prec T_\psi(\bar{x}_m^\psi) = \bar{x}_m^\psi \). This concludes the proof of a).

b). Since \( T(x_m) \prec x_m \), then by Theorem 7.4 i) the limit \( b \triangleq \lim_{k \to \infty} T_k(x_m) \) exists and satisfies \( b \prec x_m \). This implies that \( b = T(b) \prec T(b) + c 1_n = T_c(b) \preceq T_c(x_m) \), where the first inequality follows from \( c > 0 \) and the second one from the facts that \( T \) satisfies (7.33) and \( b \prec x_m \). Also, by choosing \( c > 0 \) small enough, we can guarantee that \( T_c(x_m) \prec x_m \). Applying \( T_c \) iteratively we arrive to

\[
b \prec T_c^k(x_m) \preceq T_c^{k-1}(x_m) \prec x_m.
\]

Then, the sequence \( T_c^k(x_m) \) is nonincreasing and lower bounded, which implies that it converges to some point \( b_c \) satisfying

\[
b \preceq b_c \prec x_m.
\]

(7.67)

Consider next the sequence \( T_c^k(0) \). Notice that since \( 0 \preceq b_c \) and \( T_c \) satisfies (7.33), then \( 0 \preceq T_c(0) \preceq b_c \), and applying \( T_c \) iteratively yields

\[
T_c^{k-1}(0) \preceq T_c^k(0) \preceq b_c.
\]
This implies that $T^k(0)$ is nondecreasing and upper bounded by $b_c$, which shows that Algorithm 1 must converge to some point $\bar{x}_m$ satisfying

$$\bar{x}_m \leq b_c.$$  \hfill (7.68)

By a), then $T(\bar{x}_m) \prec \bar{x}_m$ and by assumption, $T(x_m) \prec x_m$. Thus, Theorem 7.4 i) proves that $\lim_{k \to \infty} T^k(\bar{x}_m)$ and $\lim_{k \to \infty} T^k(x_m)$ both exist. Also, (7.67) and (7.68) imply that $\bar{x}_m \prec x_m$. Since $T$ satisfies (7.33), applying $T$ iteratively yields $T^k(\bar{x}_m) \preceq T^k(x_m)$ for all $k \in \mathbb{Z}_+$, whence the result follows straightforwardly.

\begin{remark}
If Algorithm 1 converges then, by Theorem 7.5 a), the resulting $\bar{x}_m$ satisfies $T(\bar{x}_m) \prec \bar{x}_m$ and thus the hypotheses of Theorem 7.4 are satisfied. We emphasise that this holds irrespective of how large or small the chosen scalar $c$ is (provided Algorithm 1 converges). On the other hand, the scalar $c$ may need to be small enough to ensure the convergence of Algorithm 1. The use of different values of $c$ for which Algorithm 1 converges yields different points $\bar{x}_m$. Larger values of $c$ for which Algorithm 1 converges are more desirable since they provide larger $\bar{x}_m$, hence resulting in a larger estimate of the region of attraction of the ultimate bound. In some cases, iteration of the map $T$ from different $\bar{x}_m$ provided by Algorithm 1 may converge to different points, corresponding to different ultimate bounds. In addition, if $c$ is small enough, then iteration of the map $T$ from the point $\bar{x}_m$ provided by Algorithm 1 leads to the smallest ultimate bound that can be obtained via application of Theorem 7.4.
\end{remark}

\begin{remark}
Theorem 7.4, Algorithm 1 and Theorem 7.5 provide a systematic method to obtain ultimate bounds for continuous-time linear systems with perturbations bounded componentwise by state-dependent functions.
\end{remark}

### 7.2.3 Application to Nonlinear Systems

We next show how the method developed above can be applied to a nonlinear system of the form

$$\dot{x}(t) = f(x(t), u(t)), \hfill (7.69)$$

where $f(0, 0) = 0$ and $A \triangleq \frac{\partial f}{\partial x}(0, 0)$ is Hurwitz. Rewriting system (7.69) as

$$\dot{x}(t) = Ax(t) + [f(x(t), u(t)) - Ax(t)],$$

we see that if we can find a continuous function $\delta : \mathbb{R}^n \to \mathbb{R}^n$ so that

$$|f(x(t), u(t)) - Ax(t)| \leq \delta(x(t)), \quad \text{for all } t \geq 0,$$

and (7.31) is satisfied, then we can analyse the map given by (7.32) and expect to be able to use Theorem 7.4 to estimate an ultimate bound and a region of attraction. In §7.4.2, we illustrate this procedure with an example.
7.3 Ultimate Bounds for Discrete-time Systems

In this section, we develop a systematic method to obtain ultimate bounds for perturbed discrete-time systems. This result is based on componentwise analysis of the system in modal coordinates. In this case, the ultimate bound expressions can be obtained in a more straightforward manner, via a procedure that is different from the one developed in the continuous-time case. In particular, the result for constant perturbation bounds is not needed as an intermediate tool to obtain ultimate bounds for state-dependent perturbation bounds. We therefore directly obtain ultimate bounds for this latter case in §7.3.1 where we also develop the systematic method discussed above. We then show how to apply this result to nonlinear systems in §7.3.2.

7.3.1 State-dependent Perturbation Bounds

As we did for continuous-time systems in §7.2.2, we next provide ultimate bound expressions for linear systems with state-dependent perturbation bounds that satisfy a monotonicity condition [see (7.72) and (7.73) below] and then develop a corresponding systematic method for the discrete-time case.

**Theorem 7.8** Consider the system

\[ x(k + 1) = Ax(k) + u(k), \quad (7.70) \]

where \( x(k), u(k) \in \mathbb{R}^n \), and \( A \in \mathbb{R}^{n \times n} \) has all its eigenvalues strictly inside the unit circle and Jordan canonical form

\[ A = U^{-1}AU. \quad (7.71) \]

Suppose that

\[ |u(k)| \leq \delta(|x(k)|), \quad \text{for all } k \geq 0, \quad (7.72) \]

where \( \delta : \mathbb{R}^n_{+0} \rightarrow \mathbb{R}^n_{+0} \) is a continuous map satisfying

\[ x \leq y \Rightarrow \delta(x) \leq \delta(y) \quad \text{for all } x, y \in \mathbb{R}^n_{+0}. \quad (7.73) \]

Consider the map \( T : \mathbb{R}^n_{+0} \rightarrow \mathbb{R}^n_{+0} \) defined by

\[ T(y) \triangleq |A|y + |U^{-1}|\delta(|U|y). \quad (7.74) \]

Suppose that a point \( b \) satisfying \( b = T(b) \) exists. Let \( x_m \in \mathbb{R}^n \) denote any point satisfying

\[ \lim_{k \rightarrow \infty} T^k(|U^{-1}x_m|) = b \]

(note that \( x_m = Ub \) is one such point). If the initial condition \( x(0) \) satisfies \( |U^{-1}x(0)| \leq |U^{-1}x_m| \), then for any \( \epsilon \in \mathbb{R}^n \) there exists \( \ell = \ell(\epsilon, x_m) \geq 0 \), such that for all \( k \geq \ell \)
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a) \(|U^{-1}x(k)| \leq b + \epsilon.

b) \(|x(k)| \leq |U|b + |U|\epsilon.

**Proof.** Let \(x(k) = Uz(k)\) and substitute into (7.70) to obtain
\[
z(k + 1) = \Lambda z(k) + U^{-1}u(k).
\]
Taking magnitudes and using (7.72) yields
\[
|z(k + 1)| \leq |\Lambda| \cdot |z(k)| + |U^{-1}|\delta(|Uz(k)|)
\]
\[
\leq |\Lambda| \cdot |z(k)| + |U^{-1}|\delta(|U| \cdot |z(k)|),
\]
where in the last line we have used (7.73). Define the auxiliary system
\[
y(k + 1) = |\Lambda|y(k) + |U^{-1}|\delta(|U| \cdot y(k)) = T(y(k)).
\]
(7.75)

Note that by (7.73), (7.74), and properties (6.1) and (6.2) in Chapter 6, \(T\) satisfies
\[
x \preceq y \Rightarrow T(x) \preceq T(y) \quad \text{for all } x, y \in \mathbb{R}_+^n
\]
and also \(|z(k)| \leq y(k)\) for all \(k \geq 0\) whenever the initial condition \(y(0)\) satisfies \(|z(0)| \leq y(0)\). By assumption, \(|z(0)| = |U^{-1}x(0)| \leq |U^{-1}x_m|\) and hence set the initial condition \(y(0) = |U^{-1}x_m|\). Then, by assumption, \(\lim_{k \to \infty} T^k(y(0)) = b\). Thus, iteration of (7.75) converges to the point \(b = T(b) = \lim_{k \to \infty} y(k)\). Therefore, given any \(\epsilon \in \mathbb{R}_+\), there exists \(\ell = \ell(\epsilon, x_m) \geq 0\) such that \(|y(k)| \leq b + \epsilon\), for all \(k \geq \ell\). The proof of a) then follows by recalling that \(|U^{-1}x(k)| = |z(k)| \leq y(k)\). To prove b) note that \(|x(k)| \leq |U| \cdot |U^{-1}x(k)|\) and use a).

The hypotheses of Theorem 7.8 are weaker than those of its continuous-time counterpart (Theorem 7.4). In Theorem 7.4, it is required that a point \(x_m\) exist such that \(T(x_m) \prec x_m\). As shown in Theorem 7.4 i), this assumption is sufficient for \(T\) to have a fixed point. However, in the discrete-time case, we need only assume the latter, that is, that \(T\) has a fixed point. To find such a point, we may iterate \(T\) from the origin, as established in the following theorem.

**Theorem 7.9** Let \(T : \mathbb{R}_+^n \to \mathbb{R}_+^n\) be a continuous map satisfying (7.76) and suppose that there exists \(b\) satisfying \(b = T(b)\). Then, \(\lim_{k \to \infty} T^k(0) = b\), \(b = T(\bar{b})\) and \(\bar{b} \leq b\).

**Proof.** Since \(b = T(b)\), then \(b \geq 0\). Therefore, using (7.76), we have \(b = T(b) \geq T(0) \geq 0\) and applying \(T\) iteratively yields \(b \geq T^k(0) \geq T^{k-1}(0)\). Thus, the sequence \(T^k(0)\) is nondecreasing and upper bounded by \(b\) and hence it converges to some point \(\bar{b}\) satisfying \(T(\bar{b}) = \bar{b}\) and \(\bar{b} \leq b\).

**Remark 7.10** Theorems 7.8 and 7.9 provide a systematic method to obtain ultimate bounds for discrete-time linear systems with perturbations bounded componentwise by a state-dependent function.
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We next show how the method developed above can be applied to a nonlinear system of the form

$$x(k+1) = f(x(k), u(k)),$$  \hspace{1cm} (7.77)

where $f(0,0) = 0$ and $A \triangleq \frac{\partial f}{\partial x} \bigg|_{(0,0)}$ has all its eigenvalues inside the unit circle. Rewriting system (7.77) as

$$x(k+1) = Ax(k) + [f(x(k), u(k)) - Ax(k)],$$

we see that if we can find a continuous function $\delta : \mathbb{R}^n_{+0} \to \mathbb{R}^n_{+0}$ so that

$$|f(x(k), u(k)) - Ax(k)| \leq \delta(\|x(k)\|), \quad \text{for all } k \geq 0,$$

and (7.73) is satisfied, then we can analyse the map given by (7.74) and expect to be able to use Theorem 7.8 to estimate an ultimate bound and a region of attraction. In §7.4.3, we illustrate this procedure with an example.

7.4 Examples

In this section, we apply the results of this chapter to different numerical examples. We also compare the bounds resulting from the application of our method with those obtained via Lyapunov analysis by means of quadratic functions.

7.4.1 Continuous-time System with Constant Perturbation Bounds

Consider the system

$$\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ -1 & -10 \end{bmatrix} x(t) + u(t),$$  \hspace{1cm} (7.78)

where $u_1(t) = 0$ and $|u_2(t)| \leq 0.1$ for all $t \geq 0$. A classical Lyapunov approach employs a quadratic function $V(x) = x^T P x$, where $P = P^T > 0$ is the solution of $A^T P + PA = -Q$, with $Q > 0$, and analyses its time derivative using the perturbation bound $\|u(t)\|_2 \leq 0.1$, for all $t \geq 0$. For example, this approach is used in Lemma 9.2 of Khalil (2002) to derive an ultimate bound for the 2-norm of $x$ in the form

$$\mu = 2 \frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(Q)} \sqrt{\frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(P)}} 0.1 + \epsilon,$$  \hspace{1cm} (7.79)

where $\lambda_{\text{min}}(\cdot)$ and $\lambda_{\text{max}}(\cdot)$ denote the smallest and largest eigenvalues, respectively, of a real symmetric matrix, and $\epsilon > 0$ can be made arbitrarily small. Numerical minimisation of (7.79) with respect to $Q$ yields $\mu = 1.3837 + \epsilon$, whence $\|x(t)\|_2 \leq 1.3837 + \epsilon$ for all $t \geq t_f$, for some $t_f \geq 0$. We can also
obtain the componentwise bounds $|x_1(t)| \leq 1.3837 + \epsilon$ and $|x_2(t)| \leq 1.3837 + \epsilon$. Note that, since $A$ is Hurwitz, the system (7.78) is ISS with respect to the input $u$ and an ISS analysis then leads to the same bounds (see, for example, Khalil, 2002, Theorems 4.18 and 4.19).

Application of the formula derived in Kofman (2005, Theorem 4) (and extended here to the general—not necessarily diagonalisable—Hurwitz case in Theorem 7.3) results in the tighter bounds $|x_1(t)| \leq 0.1021$ and $|x_2(t)| \leq 0.0204$, and $\|x(t)\|_2 \leq 1.0141$, for all $t \geq t_f$, for some $t_f \geq 0$. In this case, we can identify two reasons why our method yields tighter bounds. First, the information on $|u_1(t)| = 0$ is lost in the standard Lyapunov analysis, which requires a bound on $\|u(t)\|_2$. Second, obtaining ultimate bounds in the form of balls by means of quadratic Lyapunov functions seems to not be particularly well-suited to the system (7.78). We can verify this statement by supposing that the initial information on $u(t)$ is that $\|u(t)\|_2 \leq 0.1$ for all $t \geq 0$. Then, using the componentwise bounds $|u_1(t)| \leq 0.1$ and $|u_2(t)| \leq 0.1$ and applying again the formula derived in Kofman (2005, Theorem 4) (or here in Theorem 7.3) yields the bounds $|x_1(t)| \leq 1.1023$ and $|x_2(t)| \leq 0.1225$, whence $\|x(t)\|_2 \leq 1.1091$, for all $t \geq t_f$, for some $t_f \geq 0$. This bound is still tighter than the one obtained above via standard Lyapunov analysis.

### 7.4.2 Continuous-time System with State-dependent Perturbation Bounds

The system

$$
\dot{x} = \begin{bmatrix} 0 & 1 \\ -1 & -10 \end{bmatrix} x + \begin{bmatrix} 0 \\ x_1 - \sin(x_1) + u(t) \end{bmatrix},
$$

(7.80)

represents the dynamics of a pendulum with friction, where $x = [x_1 \ x_2]^T$ and $\tau(t)$ represents a perturbation torque that is bounded by $|\tau(t)| \leq 0.1$. This system has been expressed in the form suggested in §7.2.3. The matrix $A$ is Hurwitz with Jordan canonical form $\Lambda = U^{-1}AU$, where

$$
U = \begin{bmatrix} 0.9949 & -0.1005 \\ -0.1005 & 0.9949 \end{bmatrix}, \quad \Lambda = \begin{bmatrix} -0.1010 & 0 \\ 0 & -9.8990 \end{bmatrix}.
$$

The term $u(t)$ in (7.80) can be bounded by

$$
|u(t)| \leq \delta(x) \triangleq \frac{|x_1|^3}{6} + 0.1.
$$

Note that $\delta$ satisfies (7.31). The map $T$, from (7.32), is $T(x) = |U|S\delta(x)$, where $S \triangleq \|[\text{Re}(\Lambda)]^{-1}\| \cdot |U^{-1}|$.

Choosing $c = 0.5$, Algorithm 1 converges to the point $[0.6484 \ 0.5297]^T$, from which iteration of the map $T$ converges to $b = [0.1023 \ 0.0205]^T$. Hence, Theorem 7.4 concludes that if

$$
|U^{-1}x(0)| \leq S\delta([0.6484 \ 0.5297]^T) = [0.1477 \ 0.0149]^T,
$$
then given any \( \epsilon \in \mathbb{R}^n \), a finite time \( t_f \) exists so that for all \( t \geq t_f \),

\[
|U^{-1}x(t)| \leq \begin{pmatrix} 0.1017 \\ 0.0103 \end{pmatrix} + \epsilon, \quad \text{and} \quad (7.81)
\]

\[
|x(t)| \leq \begin{pmatrix} 0.1023 \\ 0.0205 \end{pmatrix} + |U| \epsilon. \quad (7.82)
\]

These bounds yield the parallelogram and the axis-aligned rectangle shown in Figure 7.1. We have also checked that using \( c = 10^{-6} \) in Algorithm 1 yields a point from which iteration of the map \( T \) also converges to \( b = [0.1023 \ 0.0205]^T \). The use of a higher value of \( c \) in Algorithm 1 provides a larger estimate of the region of attraction of the ultimate bound.

We next compare the ultimate bounds obtained above with the results obtained from Lyapunov analysis. Extension of a systematic Lyapunov analysis, such as that described in §7.4.1, to this nonlinear perturbation case is not straightforward. We tried analysing this system along the lines in Khalil (2002, Examples 9.2 and 9.5), using a quadratic function \( V(x) = x^T P x \), with \( P \) to be determined. We performed this analysis bounding \( u(t) \) by \( \|u(t)\|_2 \leq \frac{|x_1|^2}{6} + 0.1 \). Note at this point that the perturbation structure is already lost, since the fact that the first component of \( u(t) \) is zero is not taken into account.

On the other hand, taking this structure into account makes the analysis case-dependent and difficult to systematically generalise. We next proceed similarly to Khalil (2002, Examples 9.2 and 9.5), and bound the term \( |x_1|^3 \) by \( ad\|x\| \), where \( ad \) is the maximum value of \( |x_1|^2 \) on the level surface \( V(x) = d \). Pursuing the analysis in this way, we conclude that, for the values of the parameters in this example, such a method does not yield useful information since the different constraints involved cannot be satisfied.

Having found this procedure uninformative for this example, we proceed in a non-systematic way by employing the function \( V(x) \) used in §7.4.1 and analysing the exact possible values of \( V(x) \) [for all values of \( \tau(t) \)] on the level surfaces of \( V(x) \). Note that the matrix \( A \) in (7.80) is the same as that in (7.78) and that the function \( V(x) \) used in §7.4.1 minimises the Lyapunov-based formula (7.79) for the 2-norm ultimate bound on the state in the case of a constant perturbation bound. After performing this tedious numerical evaluation, we find that convergence of the system’s trajectories to the set enclosed by the level surface \( V(x) = 0.0378 \) (see Figure 7.1) is guaranteed. For any \( x \) in this set, we have \( |x_1| \leq 0.1076 \) and \( |x_2| \leq 0.1181 \). These bounds are more conservative than the ones given in (7.82).

In an attempt to obtain a tighter bound on \( x_2 \), we find, via trial and error, the Lyapunov function

\[
V_1(x) = x_1^2 + 5x_2^2 + x_1 x_2,
\]

which ensures convergence to the set enclosed by the level surface \( V_1(x) = 0.0205 \), also shown in Figure 7.1. For any \( x \) in this set, we have \( |x_2| \leq 0.0657 \), which is still larger than the bound given in (7.82).

This example illustrates that the Lyapunov approach using quadratic functions may be more conservative, and that finding an appropriate Lyapunov function may be a difficult task. In addition, if the systematic approach of minimising (7.79) is overly conservative, one is obliged to resort to the tedious
and complicated procedure of evaluating the time derivative of the Lyapunov function along its level surfaces for all possible values of the perturbation. On the other hand, the approach that we propose provides a systematic method to obtain ultimate bounds that can be computer coded in a simpler way. Moreover, we have shown, in this example, that our approach can lead to tighter bounds.

### 7.4.3 Discrete-time System

Eq. (7.83) represents the Euler discretisation of a controlled inverted pendulum with a perturbation $w(k)$ that satisfies $|w(k)| \leq 0.01$ and where $x = [x_1 \ x_2]^T$.

$$x(k+1) = \begin{bmatrix} 1 & 0.1 \\ -0.9 & 0 \end{bmatrix} x(k) + \begin{bmatrix} 0 \\ 0.1[\sin(x_1(k)) - x_1(k)] - w(k) \end{bmatrix}. \quad (7.83)$$

The system has been written as suggested in §7.3.2 and has the form $x(k+1) = Ax(k) + u(k)$. The term $u(k)$ can be bounded by $|u(k)| \leq \delta(|x(k)|)$, where the function $\delta : \mathbb{R}^2_{+,0} \rightarrow \mathbb{R}^2_{+,0}$ is given by

$$\delta(z) \triangleq \begin{bmatrix} 0 \\ \frac{z_1}{b} + 0.01 \end{bmatrix}$$

and can be easily shown to satisfy (7.73). The matrices $U$ and $\Lambda$ in the Jordan canonical form of the matrix $A$, $\Lambda = U^{-1}AU$, are

$$U = \begin{bmatrix} 0.7071 & -0.1104 \\ -0.7071 & 0.9939 \end{bmatrix}, \quad \Lambda = \begin{bmatrix} 0.9 & 0 \\ 0 & 0.1 \end{bmatrix}.$$

The map $T : \mathbb{R}^2_{+,0} \rightarrow \mathbb{R}^2_{+,0}$, defined as

$$T(y) \triangleq |\Lambda|y + |U^{-1}|\delta(U|y)$$
has a fixed point at \( b = [0.0177 \ 0.0126]^T \). Also, \( x_m = [5 \ 5]^T \) satisfies \( \lim_{k \to \infty} T^k(|U^{-1}x_m|) = b \). Then, Theorem 7.8 states that if \( |U^{-1}x(0)| \geq |U^{-1}x_m| \), then for any \( \epsilon \in \mathbb{R}_+^n \) there exists \( \ell \geq 0 \) such that for all \( k \geq \ell \), \( |U^{-1}x(k)| \leq b + \epsilon \) and \( |x(k)| \leq |U|b + |U|\epsilon \). These bounds yield the parallelogram and the axis-aligned rectangle, respectively, shown in Figure 7.2.

To compare with a Lyapunov approach, the perturbed system was analysed using the quadratic function \( V(x) = x^TPx \), where \( P \) is the solution to \( A^TPA - P = -I \). After analysing the increment \( \Delta V(x(k)) = V(x(k+1)) - V(x(k)) \) on the level surfaces of \( V \), \( \Delta V \) satisfied \( \Delta V(x) > 0 \) at some point \( x \) for which \( V(x) = 0.00147 \) and then, using the function \( V \) we cannot insure an ultimate bound smaller than this level surface. This surface is shown in Figure 7.2. We stress that the exact value of the nonlinear function \( \Delta V \) was numerically analysed, without bounding any term. If the Lyapunov analysis had been performed —as is usually done— by bounding some expressions (like \( \sin(x) \) for instance), the resulting ultimate bound would have been significantly more conservative. Note that in the case of higher order systems, the numerical analysis of the exact value of the Lyapunov function increment is computationally intractable and thus the usual approach of bounding terms seems to be the only resort.

![Figure 7.2: Different ultimate bounds in the discretised inverted pendulum](image)

In this example, the ultimate bound obtained with the suggested method cannot be said to be tighter than the one obtained via Lyapunov analysis. However, one can combine the results obtained by both methodologies and compute an ultimate bound given by the intersection of the parallelogram and the ellipse shown in Figure 7.2. Moreover, for this example, the Lyapunov analysis method shows global convergence to the ultimate bound given by the ellipse. Thus, since our method guarantees convergence to the parallelogram shown in Figure 7.2 from the set \( \{x \in \mathbb{R}^2 : |U^{-1}x| \leq |U^{-1}x_m| \} \) with \( x_m = [5 \ 5]^T \), and this set contains the ellipse shown in Figure 7.2, then global convergence to the ultimate bound given by the intersection of the parallelogram and the ellipse is ensured. Thus, this example illustrates how the strengths of both methodologies can be combined to obtain tighter bounds and larger
regions of attraction.

7.5 Chapter Summary

In this chapter, we have presented a systematic method to obtain ultimate bounds for both continuous- and discrete-time systems. The method is based on componentwise analysis of the system in modal coordinates and thus exploits the system geometry as well as the perturbation structure without requiring calculation of a Lyapunov function. We have developed the method for linear perturbed systems with componentwise state-dependent perturbation bounds and then shown that the method may be applied to nonlinear systems by treating nonlinear terms as perturbations. The resulting ultimate bounds are given as simple expressions in terms of the solution of a fixed point problem which can be solved analytically or numerically. The method also provides an estimate of the region of attraction of the ultimate bound. We have shown, by means of examples, that the proposed method may offer a simple alternative to the classical Lyapunov-based analysis and may sometimes yield tighter bounds. In addition, the strengths of both methodologies can be combined to obtain even tighter bounds and/or larger regions of attraction.
Chapter 8

Summary and Future Work

8.1 General Overview

In this thesis, we have addressed different aspects of quantisation in feedback control systems. In particular, we have dealt with quadratic stabilisation via quantised static feedback (focusing on quantisation density) in Part I of this thesis, and with the derivation of componentwise ultimate bounds for perturbed systems, especially when quantisation is regarded as a perturbation, in Part II of this thesis. In this final chapter, we summarise the main results presented throughout the thesis. We also discuss some future research directions.

8.1.1 Quantisation Density

Throughout Part I of this thesis, we have dealt with the concept of quantisation density. The density of a quantiser is a measure of how efficient a quantiser is in the use of its levels.

In Chapter 2, we have briefly reviewed quadratic stabilisation of linear discrete-time systems and then focused on quantisation density in the context of multiple-input systems. We have generalised the definition of quantisation density of Elia and Mitter (2001) to multiple-input systems and derived several new results regarding quantisation density. We have also posed the problem of optimising quantisation density over all quantisers that quadratically stabilise a given multiple-input system and derived an important result that reveals the structure of quantisers that optimise density.

In Chapter 3, we have focused on the characterisation of quantisers that quadratically stabilise a given multiple-input system. As a first step toward this characterisation, we considered quantisers having a form that can be interpreted as the simplest possible in some appropriate sense. We derived necessary and sufficient conditions for these quantisers to quadratically stabilise a system. We did this by means of explicit geometric considerations. We thus developed a novel geometric approach to
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quadratic stabilisation of multiple-input systems by means of quantisers. We also employed this geometric approach to design quantisers with finite density that can stabilise multiple-input systems having an arbitrary number of inputs.

In Chapter 4, we dealt with single-input systems. For these systems, we enhanced the geometric approach of Chapter 3 to explore quantiser coarseness from a state-space standpoint, as opposed to the standard input-space-based concept of quantisation density. We introduced a novel type of quantisers (CAQS quantisers) and analysed the relationships between CAQS quantisers and quantisers that minimise quantisation density in the standard sense. We also showed how to directly utilise CAQS quantisers to design static output feedback strategies that employ quantisers of infimum density. We concluded this chapter by showing how to recover a well-known result on infimum quantisation density by means of our approach.

In Chapter 5, we solved a special case of infimum quantisation density problem for multiple-input systems. Specifically, we derived the infimum density over all quantisers that quadratically stabilise the system and have levels in a one-dimensional subspace of the input space. We also showed that our result conflicts with a previously published result. We also provided a counterexample to the latter result.

In summary, we have addressed the infimum quantisation density problem for multiple- and single-input systems and have derived several new results contributing to this problem. The reader is referred to §1.3 in Chapter 1 for a list of references to the specific contributions of this part of the thesis.

8.1.2 Componentwise Ultimate Bounds for Perturbed Systems

Throughout Part II of this thesis, we have dealt with the derivation of componentwise ultimate bounds for perturbed systems. Deriving tight ultimate bounds for a perturbed system is important since ultimate bounds provide a measure of system performance in steady state.

In Chapter 6, we have derived ultimate bound expressions for discrete-time and sampled-data perturbed systems, especially when the perturbations arise from quantisation. We have considered a setting where each signal connecting controller and plant may have an independent scalar quantiser. Moreover, each scalar quantiser may be of a different type and have different features. Regarding a quantised variable as a perturbation on the corresponding unquantised variable turns the original quantised system into a perturbed system, where the perturbation has a natural componentwise bound. We have therefore derived ultimate bounds on the system states that explicitly take account of the componentwise structure of the perturbation bound. The ultimate bounds derived also have a componentwise form, and can be systematically computed without having to, for example, select a suitable Lyapunov function for the system. A very important feature of the derivations of this chapter is that they can directly accommodate feedback schemes where quantisers of different characteristics and/or types affect different signals in the same system. We have demonstrated the applicability and potential of the method by means of an
example taken from recent literature on the topic of control over communication networks.

In Chapter 7, we have extended the results of Chapter 6 to deal with perturbed systems where the perturbation bounds have more general componentwise forms. We have provided systematic methods to obtain componentwise ultimate bounds on the system state for continuous- and discrete-time perturbed systems. Since the perturbations are allowed to be bounded by state-dependent functions, the method could then be applied to nonlinear systems by regarding them as perturbed linear systems. The derived methods also provide an estimate of the region of attraction of the ultimate bound. We have shown by means of examples that these methods may offer a simple alternative to the classical Lyapunov-based analysis and may sometimes yield tighter bounds. In addition, the strengths of both methodologies can be combined to obtain even tighter bounds and/or larger regions of attraction.

In summary, we have developed systematic methods to obtain componentwise ultimate bounds on the system state for sampled-data, discrete- and continuous-time systems having componentwise perturbation bounds. The main features of these methods are their systematic nature and their flexibility in dealing with componentwise-structured perturbation bounds. The reader is again referred to §1.3 in Chapter 1 for a list of references to the specific contributions of this part of the thesis.

8.2 Future Research

8.2.1 Quantisation Density

In spite of the new results given in this thesis, the infimum density problem for multiple-input systems still remains largely open. The results that we have derived help, we believe, to more clearly identify the difficulties involved in solving the infimum density problem that are not manifested when dealing with a single-input system. We next comment on these difficulties and reveal some future research directions.

Given a discrete-time single-input open-loop-unstable system

\[ x(k + 1) = Ax(k) + Bu(k), \]

where the pair \((A, B)\) is stabilisable, and a quadratic CLF \(V(x) = x^TPx\), we highlight the following feature: the number of inputs of the system, namely \(m = 1\), coincides with the minimum dimension of the input space that a stabilising feedback can utilise. Consequently, any stabilising feedback is forced to have values in a one-dimensional subspace of the input space, and this subspace coincides with the system input space.

On the other hand, multiple-input systems do not necessarily have the feature mentioned in the preceding paragraph. That is, the minimum dimension of the input space that a stabilising feedback can utilise does not necessarily coincide with the number of system inputs. For instance, in §3.5.3 in Chapter 3 we have seen an example of a system having 4 inputs, but where a subspace of the input space
of dimension 3 was sufficient for stabilisation. The absence of such feature gives rise to the following interesting question: can the infimum density always be achieved over quantisers that have levels in a subspace of the input space of minimum dimension?

In Chapter 5, we have considered the special case where the minimum dimension of the input space necessary for stabilisation is 1. We have shown that even in this simpler case, the answer to the above question is still unknown. Further research is needed to investigate this issue in more detail.

All of the derivations of Part I of the thesis were performed for a given quadratic CLF. Obviously, once the infimum density with respect to a given CLF was found, the next step would be to optimise the result over all quadratic CLFs. This optimisation has already been performed for single-input system but constitutes another topic for further research in the case of multiple-input systems.

More generally, future research topics may include the extension of results to systems involving uncertainty. Different sorts of uncertain systems could be considered. Examples would be systems with parametric uncertainty and systems having an additional perturbation term.

On a different level, we could consider different quantisation density measures. The quantisation density measure that we have considered in this thesis takes account of the separation in the magnitudes of the quantisation levels of a quantiser. We note that the density of a quantiser is not affected by the angular separation of its levels. Therefore, we could consider other quantisation density measures that might combine magnitude and angular separation of the quantisation levels of a quantiser. This would lead to density optimisation problems that could, in principle, be completely different from the one considered throughout this thesis.

8.2.2 Componentwise Ultimate Bounds for Perturbed Systems

The ultimate bounds derived in Chapter 6 are globally valid, as opposed to the ones derived in Chapter 7. The derivation of conditions under which the bounds in the latter chapter are globally valid thus constitutes a possible future research topic.

In Part II of this thesis, we have given examples where the application of our ultimate bound derivation methods yield acceptably tight bounds. However, our method is not guaranteed to provide bounds that are tighter than those obtained via quadratic Lyapunov functions. An interesting future research topic would thus be to investigate what type of systems cause our method to yield tighter bounds.

Application of our ultimate bound derivation method to nonlinear systems relies on regarding such systems as perturbed linear systems, having state-dependent perturbation bounds that satisfy a monotonicity condition. Note that useful information on the evolution of the system may be lost when bounding nonlinear terms. Therefore, another interesting future research topic would be the enhancement of our methods to exploit stabilising nonlinear terms. This enhancement could be achieved, perhaps, by combining Lyapunov-function-based methods with our componentwise approach.
Appendix A

Proof of Theorems 3.10 and 4.7

Throughout this appendix, we will use the following notation. For any \( x \in \mathbb{R}^n \), \( x_- \) and \( x_+ \) denote the vectors formed by the first \( n - \ell \) and the last \( \ell \) components of \( x \), respectively, so that \( x = [x_T \ x_T^T]^T \).

The matrices \( \tilde{D} \in \mathbb{R}^{n \times \ell} \) and \( \Lambda \in \mathbb{R}^{n \times n} \) will be expressed as

\[
\tilde{D} = \begin{bmatrix} \tilde{D}_- \\ \tilde{D}_+ \end{bmatrix}, \quad \Lambda = \begin{bmatrix} -\Lambda_- & 0 \\ 0 & \Lambda_+ \end{bmatrix},
\]

(A.1)

where

\[
\tilde{D}_- \in \mathbb{R}^{n-\ell \times \ell}, \quad \Lambda_- = -\text{diag}(\lambda_1, \ldots, \lambda_{n-\ell}) \in \mathbb{R}^{n-\ell \times n-\ell}, \quad \Lambda_- > 0,
\]

\[
\tilde{D}_+ \in \mathbb{R}^{\ell \times \ell}, \quad \Lambda_+ = \text{diag}(\lambda_{n-\ell+1}, \ldots, \lambda_n) \in \mathbb{R}^{\ell \times \ell}, \quad \Lambda_+ > 0.
\]

Note that \( \ell = 1 \) for Theorem 4.7. For future reference, note that (A.1) implies

\[
-\tilde{D}_T^T \Lambda_-^{-1} \tilde{D}_- + \tilde{D}_+^T \Lambda_+^{-1} \tilde{D}_+ = \tilde{D}_T^T \Lambda_-^{-1} \tilde{D}.
\]

(A.2)

First, we need to prove the following five claims, which are used throughout this appendix.

Claim 1 Suppose that \( \tilde{D}_+ \) is nonsingular and let \( \tilde{p} \in \tilde{P} \). Then, \( \tilde{p} \in \tilde{X}(u) \) if and only if

\[
\tilde{p}_T^T N \tilde{p}_- + v^T \tilde{p}_- + \tilde{a}^T \tilde{D}_-^{-1} \Lambda_+ \tilde{D}_+^T \tilde{a} + u^T Hu < 0,
\]

(A.3)

where

\[
N \triangleq -\Lambda_- + \tilde{D}_- \tilde{D}_+^{-1} \Lambda_+ \tilde{D}_+^T \tilde{D}_T^T,
\]

(A.4)

\[
v^T \triangleq -2 \tilde{a}^T \tilde{D}_+^{-1} \Lambda_+ \tilde{D}_+^T \tilde{D}_T^T.
\]

(A.5)

Also, \( \tilde{p} \in \tilde{X}_0(u) \) if and only if (A.3) holds replacing ‘<’ by ‘\( \leq \)’.

Proof of Claim 1. From (3.29), \( \tilde{p} \in \tilde{X}(u) \) if and only if

\[
\tilde{p}_T^T \Lambda \tilde{p} + u^T Hu < 0.
\]

(A.6)
Since by assumption $\hat{D}_+$ is nonsingular and $\tilde{p} \in \tilde{P}$, then $\hat{D}_+^T\tilde{p} = \tilde{a}$, and using (A.1) it follows that

$$\tilde{p}_+ = \hat{D}_+^{-T} \left( \tilde{a} - \hat{D}_+^T\tilde{p}_- \right). \tag{A.7}$$

Using (A.1), and substituting (A.7) into (A.6) yields

$$- \tilde{p}_-^T \Lambda_- \tilde{p}_- + \left( \tilde{a}^T - \tilde{p}_-^T \hat{D}_- \right) \hat{D}_+^{-1} \Lambda_+ \hat{D}_+^{-T} \left( \tilde{a} - \hat{D}_+^T\tilde{p}_- \right) + u^T H u < 0, \tag{A.8}$$

The proof of the first part follows straightforwardly from (A.8). The proof for the case $\tilde{p} \in \tilde{X}_0(u)$ follows identical steps, replacing ‘$<$’ by ‘$\leq$’ in (A.6) and (A.8). This concludes the proof of Claim 1.

\[\square\]

**Claim 2** Suppose that $\hat{P} \subset \tilde{X}_0(u)$. Then, $\hat{D}_+$ is nonsingular.

**Proof of Claim 2.** For a contradiction, assume that $\hat{D}_+$ is singular. Then, there exists $\tilde{p}_+ \neq 0$ such that $\hat{D}_+\tilde{p}_+ = 0$. Since $\hat{D}$ has linearly independent columns by assumption, note that $\hat{P}$ is nonempty. Then, let $\tilde{q} \in \hat{P}$ and consider, for all $\alpha \in \mathbb{R}$, the points

$$r_\alpha \triangleq \alpha \begin{bmatrix} 0 \\ \tilde{p}_+ \end{bmatrix} + \tilde{q}.$$ 

Note that $r_\alpha \in \hat{P}$ and hence $r_\alpha \in \tilde{X}_0(u)$ for all $\alpha \in \mathbb{R}$. We have, using (A.1),

$$r_\alpha^T \Lambda r_\alpha = \tilde{p}_+^T \Lambda_+ \tilde{p}_+ \alpha^2 + 2[0 \tilde{p}_+^T] \Lambda \tilde{q} \alpha + \tilde{q}^T \Lambda \tilde{q},$$

which is a quadratic polynomial in $\alpha$, whose leading coefficient, namely $\tilde{p}_+^T \Lambda_+ \tilde{p}_+$, is positive. Thus, we can make $r_\alpha^T \Lambda r_\alpha$ as large as desired by selecting $\alpha$ such that $|\alpha|$ is big enough. In particular, we can find some $\alpha' \in \mathbb{R}$, such that $r_{\alpha'}^T \Lambda r_{\alpha'} > -u^T H u$. Hence, we have $r_{\alpha'}^T \Lambda r_{\alpha'} + u^T H u > 0$ and thus $r_{\alpha'} \notin \tilde{X}_0(u)$, contradicting the fact that $r_\alpha \in \tilde{X}_0(u)$ for all $\alpha \in \mathbb{R}$. This concludes the proof of Claim 2. \[\square\]

**Claim 3** Suppose that $\hat{P} \subset \tilde{X}_0(0)$. Then, $\tilde{a} = 0$.

**Proof of Claim 3.** By Claim 2, $\hat{D}_+$ is nonsingular. Then, the point $\hat{p} = \left[0 \left( \hat{D}_+^{-T} \tilde{a} \right)^T \right]^T$ satisfies $\hat{p} \in \hat{P}$ and hence $\hat{p} \in \tilde{X}_0(0)$. From (3.30), $\hat{p}$ must satisfy $\hat{p}^T \Lambda \hat{p} \leq 0$. Note [see (A.1)] that $\hat{p}^T \Lambda \hat{p} = \tilde{a}^T \hat{D}_+^{-1} \Lambda_+ \hat{D}_+^{-T} \tilde{a} \geq 0$ because $\hat{D}_+^{-1} \Lambda_+ \hat{D}_+^{-T} > 0$ since $\Lambda_+ > 0$ and $\hat{D}_+$ is nonsingular. Then, $\tilde{a}^T \hat{D}_+^{-1} \Lambda_+ \hat{D}_+^{-T} \tilde{a} = 0$, which implies that $\tilde{a} = 0$, proving Claim 3. \[\square\]

**Claim 4** Suppose that $\hat{D}_+$ is nonsingular and consider the matrix $N$ defined in (A.4). Then,

1. $N < 0$ if and only if $\hat{D}^T \Lambda^{-1} \hat{D} > 0$. 


2. \( N \leq 0 \) if and only if \( \bar{D}^T \Lambda^{-1} \bar{D} \geq 0 \).

**Proof of Claim 4.** Using (A.4), we have

\[
N < 0 \iff -\Lambda_- + \bar{D}_- \bar{D}_-^{-1} \Lambda_+ \bar{D}_+^T \bar{D}_+^T < 0.
\]

Recall that \( \Lambda_-, \Lambda_+ > 0 \). Hence,

\[
\begin{align*}
N < 0 & \iff -I_{n-t} + \Lambda_-^{-1/2} \bar{D}_- \bar{D}_+^{-1} \Lambda_+^{1/2} \Lambda_-^{1/2} \bar{D}_+^T \bar{D}_+^T \Lambda_-^{-1/2} < 0 \\
& \iff -I_{t} + \Lambda_+^{1/2} \bar{D}_+^T \bar{D}_+ \Lambda_-^{-1/2} \Lambda_+^{1/2} \bar{D}_- \bar{D}_-^{-1} < 0 \\
& \iff -\Lambda_+^{-1} + \bar{D}_+^T \bar{D}_+ \Lambda_-^{-1/2} \Lambda_+^{1/2} \bar{D}_- \bar{D}_-^{-1} < 0 \\
& \iff -\bar{D}_+^T \Lambda_-^{-1} \bar{D}_+ + \bar{D}_+^T \Lambda_-^{-1} \bar{D}_- < 0 \\
& \iff -\bar{D}_+^T \Lambda_-^{-1} \bar{D} < 0 \iff \bar{D}_+^T \Lambda_-^{-1} \bar{D} > 0,
\end{align*}
\]

where we have used (A.2). This proves part 1. The proof of part 2 follows identical steps, replacing ‘<’ by ‘\( \leq \)’ and ‘>’ by ‘\( \geq \)’.

\( \square \)

**Claim 5** Suppose that \( \bar{D}_+ \) is nonsingular and consider \( N \) and \( v \) as defined in (A.4) and (A.5), respectively. Suppose that \( N < 0 \). Then,

\[
\max_{x \in \mathbb{R}^{n-t}} x^T Nx + v^T x + \bar{a}^T \bar{D}_+^{-1} \Lambda_+ \bar{D}_+^{-T} \bar{a} = \bar{a}^T \left( \bar{D}_+^T \Lambda_-^{-1} \bar{D}_+ \right)^{-1} \bar{a}. \tag{A.9}
\]

**Proof of Claim 5.** Since \( N < 0 \), then \( x^T Nx + v^T x \) is maximised at the unique point where its gradient vanishes. It is then easy to check that

\[
\max_{x \in \mathbb{R}^{n-t}} x^T Nx + v^T x = -\frac{1}{4} v^T N^{-1} v. \tag{A.10}
\]

From (A.4) and using a matrix inversion formula, we have

\[
-N^{-1} = \Lambda_-^{-1} + \Lambda_-^{-1} \bar{D}_- \left( \bar{D}_+^T \Lambda_-^{-1} \bar{D}_+ \right)^{-1} \bar{D}_+^T \Lambda_-^{-1}, \tag{A.11}
\]

where we have used (A.2). Substituting (A.5) and (A.11) into (A.10) yields

\[
\begin{align*}
-\frac{1}{4} v^T N^{-1} v &= \bar{a}^T \bar{D}_+^{-1} \Lambda_+ \bar{D}_+^{-T} \bar{D}_+^T \Lambda_-^{-1} \bar{D}_- \bar{D}_-^{-1} \Lambda_+ \bar{D}_+^{-T} \bar{a} \\
&\quad + \bar{a}^T \bar{D}_+^{-1} \Lambda_+ \bar{D}_+^{-T} \bar{D}_+^T \Lambda_-^{-1} \bar{D}_- \left( \bar{D}_+^T \Lambda_-^{-1} \bar{D}_+ \right)^{-1} \bar{D}_+^T \Lambda_-^{-1} \bar{D}_- \bar{D}_-^{-1} \Lambda_+ \bar{D}_+^{-T} \bar{a}.
\end{align*}
\tag{A.12}
\]

Note that \( \bar{D}_+^{-1} \Lambda_+ \bar{D}_+^{-T} = (\bar{D}_+^T \Lambda_-^{-1} \bar{D}_+)^{-1} \) and hence, using (A.2),

\[
\bar{D}_+^T \Lambda_-^{-1} \bar{D}_- \bar{D}_-^{-1} \Lambda_+ \bar{D}_+^{-T} = \left( \bar{D}_+^T \Lambda_-^{-1} \bar{D}_+ - \bar{D}_+^T \Lambda_-^{-1} \bar{D}_- \right) \bar{D}_+^{-1} \Lambda_+ \bar{D}_+^{-T} = I_t - \left( \bar{D}_+^T \Lambda_-^{-1} \bar{D}_- \right) \bar{D}_+^{-1} \Lambda_+ \bar{D}_+^{-T}. \tag{A.13}
\]

The result then follows by substituting (A.13) into (A.12) and adding the term \( \bar{a}^T \bar{D}_+^{-1} \Lambda_+ \bar{D}_+^{-T} \bar{a} \). \( \square \)
Proof of Theorem 3.10

Proof of Theorem 3.10 part 1

Necessity. Note that $\bar{P} \setminus \{0\} \subset \bar{X}(0)$ implies that $\bar{P} \subset \bar{X}_0(0)$ [see (3.30)]. Then, Claim 3 proves (3.35). By Claim 2, $\bar{D}_+ \text{ is nonsingular}$ and hence (A.7) holds for all $\bar{p} \in \bar{P}$. Since $\bar{a} = 0$, from (A.7) it follows that $\bar{p} = 0$ if and only if $\bar{p}_- = 0$. Also, for any $\bar{p}_- \in \mathbb{R}^{n-\ell}$, there exists $\bar{p}_+ \in \mathbb{R}^\ell$ such that $\bar{p} \in \bar{P}$. Using Claim 1 and setting $\bar{a} = 0$ and $u = 0$ in (A.3) and (A.5), we have that the expression

$$\bar{p}_-^T N \bar{p}_- \quad \text{(A.14)}$$

is negative for any nonzero $\bar{p}_- \in \mathbb{R}^{n-\ell}$ and zero for $\bar{p}_- = 0$, whence $N < 0$. Then, (3.34) follows from Claim 4, concluding the necessity part of the proof.

Sufficiency. Since $\bar{D}^T \Lambda^{-1} \bar{D} = -\bar{D}^T \Lambda_-^{-1} \bar{D}_- + \bar{D}^T_+ \Lambda_+^{-1} \bar{D}_+ > 0$ and $\Lambda_- > 0$, then $\bar{D}_+$ is nonsingular. Then Claim 4 shows that $N < 0$, and (A.14) is negative for all nonzero $\bar{p}_- \in \mathbb{R}^{n-\ell}$, whence Claim 1 proves that $\bar{P} \setminus \{0\} \subset \bar{X}(0)$. This concludes the proof of part 1.

Proof of Theorem 3.10 part 2

We begin by proving that $u \neq 0$. For a contradiction, assume that $u = 0$. Then, $\bar{P} \subset \bar{X}(0) \subset \bar{X}_0(0)$. Claim 3 then proves that $\bar{a} = 0$, whence $0 \in \bar{P}$, implying that $0 \in \bar{X}(0)$. But (3.29) shows that this is a contradiction and thus we have proved that $u \neq 0$.

Since $\bar{P} \subset \bar{X}(u) \subset \bar{X}_0(u)$, Claim 2 shows that $\bar{D}_+$ is nonsingular. For a contradiction, suppose that the matrix $N$ defined in (A.4) satisfies $N \leq 0$. Note that $N$ is symmetric and hence all its eigenvalues are real. Since $N \leq 0$, it has a positive eigenvalue. Let $\mu$ denote a positive eigenvalue of $N$ and let $w \neq 0$ satisfy $Nw = \mu w$ and $w^Tw = 1$. By (A.7) and Claim 1, we have that (A.3) holds for all $\bar{p}_- \in \mathbb{R}^{n-\ell}$. In particular, for $\bar{p}_- = \alpha w$, for any $\alpha \in \mathbb{R}$, we have

$$\mu \alpha^2 + v^T \alpha \bar{a} + \bar{a}^T \Lambda_-^{-1} \bar{D}_-^T \bar{a} + u^T Hu < 0. \quad \text{(A.15)}$$

This is a contradiction since the left-hand side of (A.15) is a quadratic polynomial in $\alpha$ with leading coefficient $\mu > 0$ and hence we can always find $\alpha \in \mathbb{R}$ so that (A.15) is not satisfied. Therefore, we have shown by contradiction that $N \leq 0$ and using Claim 4 we establish (3.36). This concludes the proof of part 2.

Proof of Theorem 3.10 part 3

Note that $\bar{D}^T \Lambda^{-1} \bar{D} > 0$ implies that $\bar{D}_+$ is nonsingular and then (A.7) holds for all $\bar{p} \in \bar{P}$. Also, Claim 4 shows that the matrix $N$ defined in (A.4) satisfies $N < 0$. 

Necessity. By Claim 1 and (A.7), (A.3) holds for all \( \tilde{p}_- \in \mathbb{R}^{n-\ell} \). Since \( N < 0 \), then the supremum of the left-hand side of (A.3) over all \( \tilde{p}_- \in \mathbb{R}^{n-\ell} \) is a maximum and by (A.3) is negative. Using Claim 5, then
\[
\tilde{a}^T \left( \tilde{D}^T \Lambda^{-1} \tilde{D} \right)^{-1} \tilde{a} + u^T Hu < 0,
\]
which is equivalent to (3.37). This concludes the necessity part of the proof.

Sufficiency. By (3.37), (A.16) holds. From (A.16) and Claim 5, we have
\[
\max_{x \in \mathbb{R}^{n-\ell}} x^T N x + \nu^T x + \tilde{a}^T \tilde{D}^{-1} \Lambda_- \tilde{D}^{-T} \tilde{a} + u^T Hu < 0.
\]
Hence, (A.3) holds for all \( \tilde{p}_- \in \mathbb{R}^{n-\ell} \) and then for any \( \tilde{p} \in \tilde{P} \), Claim 1 shows that also \( \tilde{p} \in \tilde{X}(u) \), proving that \( \tilde{P} \subset \tilde{X}(u) \). This concludes the proof of part 3.

Proof of Theorem 3.10 part 4

The proof of part 4 is identical to that of part 3, replacing ‘<’ by ‘≤’ in (A.16) and (A.17).

The proof of Theorem 3.10 is now complete.

Proof of Theorem 4.7

Note that the assumptions of Theorem 4.7 are a special case of those of Theorem 3.10, with \( \ell = m = 1 \). We will thus utilise Claims 1 to 5 with \( \tilde{D} = \tilde{d} \in \mathbb{R}^n \), \( \tilde{D}_+ = \tilde{d}_+ \in \mathbb{R} \) and \( \tilde{D}_- = \tilde{d}_- \in \mathbb{R}^{n-1} \). Also, note that \( \Lambda_+ = \lambda_n \in \mathbb{R} \).

Proof of Theorem 4.7 part 1

Since \( \tilde{d}_+^T \Lambda_- \tilde{d}_- = \tilde{d}_-^T \Lambda_+ \tilde{d}_+ = 0 \), \( \tilde{d} \neq 0 \), \( \Lambda_- > 0 \), and \( \lambda_n > 0 \), then \( \tilde{d}_+ \neq 0 \). Then, Claim 4 shows that the matrix \( N \) in (A.4) satisfies \( N \leq 0 \).

Necessity. Note that \( N \) necessarily has one zero eigenvalue or else \( N < 0 \), and Claim 4 would establish that \( \tilde{d}_+^T \Lambda_- \tilde{d}_- > 0 \), contradicting the assumption. Therefore, let \( w \in \mathbb{R}^{n-1} \) satisfy \( w \neq 0 \) and \( Nw = 0 \). For every \( \alpha \in \mathbb{R} \), let \( \tilde{p}_- = \alpha w \), and let \( \tilde{p}_+ \) satisfy (A.7), so that \( \tilde{p} \in \tilde{P} \). Since \( \tilde{P} \subset \tilde{X}(u) \) and \( \tilde{D}_+ = \tilde{d}_+ \neq 0 \), then Claim 1 shows that (A.3) holds. From (A.3) and since \( \tilde{p}_- = \alpha w \) and \( Nw = 0 \), then
\[
\alpha v^T w + \tilde{d}_+^{-2} \lambda_n \tilde{a}_2^2 + Hu^2 < 0,
\]
for all \( \alpha \in \mathbb{R} \). Therefore, \( v^T w = 0 \). From (A.5), then either \( \tilde{a} = 0 \) or \( \tilde{d}_-^T w = 0 \). From (A.4), we have
\[
Nw = -\Lambda_- w + \lambda_n \tilde{d}_+^{-2} \tilde{d}_-^{-T} \tilde{d}_-^T w.
\]
(A.18)

Since \( \Lambda_- > 0 \), \( w \neq 0 \) and \( Nw = 0 \), it follows from (A.18) that \( \tilde{d}_-^T w \neq 0 \). Hence, \( \tilde{a} = 0 \).
Proof of Theorem 4.7 part 2

Necessity. We first establish that if there exists \( \tilde{p} \in \tilde{P}, \tilde{p} \notin \tilde{X}(u) \) and \( \tilde{P} \setminus \{\tilde{p}\} \subset \tilde{X}(u) \), then \( \tilde{p} \) satisfies (4.18). Choose a nonzero \( z \in \mathbb{R}^n \) such that \( \tilde{d}^T z = 0 \) and consider the line \( \mathcal{L} \triangleq \{ y \in \mathbb{R}^n : y = \alpha z + \tilde{p}, \text{ for some } \alpha \in \mathbb{R} \} \). Note that \( \tilde{p} \in \mathcal{L} \subset \tilde{P} \). Since \( \tilde{P} \setminus \{\tilde{p}\} \subset \tilde{X}(u) \) and \( \tilde{p} \notin \tilde{X}(u) \), we have \( y^T \Lambda y + Hu^2 < 0 \) for all \( y \in \mathcal{L} \setminus \{\tilde{p}\} \) and \( \tilde{p}^T \Lambda \tilde{p} + Hu^2 \geq 0 \). Therefore,
\[
 z^T \Lambda \alpha^2 + 2z^T \Lambda \tilde{p} \alpha + \tilde{p}^T \Lambda \tilde{p} + Hu^2 < 0, \tag{A.20}
\]
only if \( \alpha \in \mathbb{R} \setminus \{0\} \). Since the left-hand side of (A.20) is a continuous function of \( \alpha \), it follows that \( \tilde{p}^T \Lambda \tilde{p} + Hu^2 = 0 \), proving (4.18).

Hence, it follows that \( \tilde{P} \subset \tilde{X}_0(u) \) and Claim 2 shows that \( \tilde{d}_+ \neq 0 \). Then, from Claim 1, \( \tilde{p}_- \) is the only point in \( \mathbb{R}^{n-1} \) that does not satisfy (A.3) and from Claim 1, we have
\[
 \tilde{p}_-^T N \tilde{p}_- + v^T \tilde{p}_- + \lambda \tilde{d}_+^{-2} \tilde{a}^2 + Hu^2 = 0. \tag{A.21}
\]
Therefore, it follows that \( \tilde{p}_- \) is the unique maximiser, over \( \mathbb{R}^{n-1} \), of the left-hand side of (A.3) and (A.21). Then, \( N \) must be negative definite and Claim 4 establishes (4.16). We have
\[
 \max_{x \in \mathbb{R}^{n-1}} x^T N x + v^T x + \lambda \tilde{d}_+^{-2} \tilde{a}^2 + Hu^2 = 0, \tag{A.22}
\]
and from Claim 5,
\[
 \frac{\tilde{a}^2}{\tilde{d}^T \Lambda^{-1} \tilde{d}} + Hu^2 = 0. \tag{A.23}
\]
Then (4.17) follows by solving for \( \tilde{a}^2 \) and recalling (4.15). This concludes the necessity proof.

Sufficiency. By assumption, \( \tilde{d}^T \Lambda^{-1} \tilde{d} > 0 \), which implies that \( \tilde{d}_+ \neq 0 \). Then, Claim 4 proves that \( N < 0 \) and Claim 5 shows that
\[
 \max_{x \in \mathbb{R}^{n-1}} x^T N x + v^T x + \lambda \tilde{d}_+^{-2} \tilde{a}^2 = \frac{\tilde{a}^2}{\tilde{d}^T \Lambda^{-1} \tilde{d}} = -Hu^2, \tag{A.24}
\]
where we have used (4.17) and (4.15). Therefore,
\[
 \max_{x \in \mathbb{R}^{n-1}} x^T N x + v^T x + \lambda \tilde{d}_+^{-2} \tilde{a}^2 + Hu^2 = 0. \tag{A.25}
\]
Since $N < 0$, (A.25) has only one maximiser, which we denote $\bar{x}$. The expression
\[
x^T N x + v^T x + \lambda_n \tilde{d}_+^{-2} \tilde{a}^2 + H u^2
\] (A.26)
is negative for all $x \in \mathbb{R}^{n-1} \setminus \{\bar{x}\}$ and is equal to zero only when $x = \bar{x}$. Since $\tilde{d}_+ \neq 0$, we can always find $\tilde{p} \in \tilde{P}$ such that $\tilde{p}_- = \bar{x}$ and also $\tilde{p}$ is unique [see (A.7)]. By Claim 1 then $\tilde{p} \notin \tilde{X}(u)$. For any $y \in \tilde{P}$, $y \neq \tilde{p}$, expression (A.26) is negative for $x = y_-$ and Claim 1 proves that $y \in \tilde{X}(u)$. The proof of Theorem 4.7 is now complete.
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