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Comparison of Nonlinear Identification Techniques
on a Benchmark pH Neutralization Process

Juan C. Goémez, Senior Member, IEEE

Abstract—TIn this paper, several state-of-the-art nonlinear iden-
tification methods are compared on a benchmark pH neutraliza-
tion process. Methods based on orthonormal bases for block-
oriented nonlinear models, as well as methods based on support
vector regression techniques are considered. The advantages and
drawbacks of the different methods, and the properties of the
estimated models are analyzed.

Index Terms—Nonlinear identification, Wiener models, NARX
models, SVM based identification, Orthonormal Bases based
identification, pH neutralization processes.

I. INTRODUCTION

The availability of accurate dynamical models of the pro-
cesses is of fundamental importance in many areas of science
and technology. Models are useful to understand and analyze
the system under study, to simulate its behavior, or to design
and implement controllers for industrial processes (most of
the control design techniques are based on the assumption
that a model of the process is available). Most dynamical
systems appearing in engineering can be better represented
by nonlinear models which are able to describe the global
behavior of the system over the whole operating range, rather
by linear ones, that are only able to approximate the system
around a given operating point.

A variety of techniques has been proposed in the System
Identification literature to derive accurate mathematical de-
scriptions of the underlying systems, from input/ouput mea-
surements [1]. A fundamental step in any system identification
experiment is the choice of the model structure. Among the
different approaches for (nonlinear) model structure selection,
the black-box approach is usually preferred, since it provides
simple models which are easy to interpret. This is in contrast
to the white-box approach, where first principles are used to
derived the models, which in general are difficult to parame-
terized and not always suitable for control design.

One of the most frequently studied classes of nonlinear
models are the so-called block-oriented models, consisting of
the interconnection of Linear Time Invariant (LTT) systems and
static nonlinearities, see [2], [3], and an overview of recent
advances in [4]. Within this model class, Wiener models,
consisting of the cascade connection of an LTI block followed
by a static nonlinearity, and Hammerstein models, where the
order in the cascade connection is reversed, have been success-
fully used to represent nonlinear systems in several application
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areas, such as chemical processes, biological processes, signal
processing and control. In addition, it has been proved that
Wiener models are capable of representing, with arbitrary
accuracy, any nonlinear fading memory system [5].

The objective of this paper is to compare several state-of-
the-art identification techniques for Wiener models and nonlin-
ear autoregressive models, on a benchmark pH neutralization
process. Methods based on orthonormal bases, as well as
methods based on support vector regression techniques are
considered. The benchmark process is highly nonlinear, and it
has been studied by numerous authors to evaluate identification
techniques [6], [3], [7], and nonlinear control performance
[81, [9], [10], [11], [12]. The rest of the paper is organized
as follows. In Section II, the different model structures are
described. In Section III, the identification techniques are pre-
sented. The benchmark pH neutralization process is described
in Section IV, while the identification results are presented
in Section V. Finally, some concluding remarks are given in
Section VI.

II. PROBLEM FORMULATION

A first step in an identification procedure could be to per-
form a nonlinearity test. For instance, step responses around
the operating point could be measured, for different amplitudes
of the input step signal, to verify if the system behaves linearly
(i.e, if it verifies the superposition principle). The test could
also serve to determine the range of variation around the
operating point within which a linear model gives an accurate
representation of the system. When large deviations from the
operating point are expected to occur, the predictive capability
of the linear model will deteriorate, and nonlinear models will
be needed to accurately represent the system.

Even when large deviations from the operating point are
taking place, it is still useful to estimate the best linear model
for these operating conditions, for instance, to be used in a
model predictive controller based on a linear model of the
plant. The Best Linear Approximation (BLA) of the system
is the optimal, in the least squares sense, linear model which
minimizes the output prediction errors. In this paper, the BLA
model will be computed resorting to subspace identification
techniques [13], [14].

A. Nonlinear models

The nonlinear models employed in this paper are briefly
described in this section.



1) Wiener models: Wiener models consist of the cascade
connection of an LTI block followed by a static nonlinear
block, as depicted in Fig.1, where u € R is the scalar input
signal, y € R is the scalar measured output signal, v € R is
additive noise, v € R is the intermediate variable (output of
the LTI block), ¢ is the output of the nonlinear block, N ()
is the nonlinear mapping representing the static nonlinearity,
and G(q~!) is the transfer function (in the backward-shift
operator! ¢~!) of the LTI block.
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Fig. 1. Wiener Model.

2) NARX models: Nonlinear Auto Regressive with eXoge-
nous inputs (NARX) models are of the form

f[y(nf 1)"" 7y(n7na)v (1)
u(n —ng), - ,u(n —nE —ny + 1)] + e(n),

y(n) =

where v € R is the scalar input signal, y € R is the scalar
measured output signal, e € R is additive white noise, and
where F is a nonlinear function of past inputs and outputs.
Most frequently used functions are polynomials, sigmoid
networks, wavelet networks, etc.. Parameters n, and n; are
the number of past outputs and past inputs, respectively, used
to predict the actual output, and ny is the delay (in samples)
from the input to the output.

III. IDENTIFICATION METHODS
A. Wiener model ID based on Orthonormal Bases

The Wiener model identification method based on orthonor-
mal bases introduced in [3] is briefly described in this section.

It is assumed that the transfer function of the linear block in
the Wiener structure of Fig. 1 is parameterized using rational
orthonormal basis functions? on Hy(T), the space of square
integrable functions on the unit circle T, which are analytic
outside the unit disk, in the form

p
Glg™") = biBilg™), )
=1

where by € R are unknown parameters, and {B,(¢~!)},,
are the rational orthonormal bases.

On the other hand, the inverse of the static nonlinearity N (-)
is represented using nonlinear basis functions as follows:

-N*@WD=§:¢ﬁwWﬂ ®)

IThe backward-shift operator ¢! is defined as: ¢~ 'z(n) £ z(n — 1).
2The bases are orthonormal in the sense that (By, By) = 0z, where dyp,
is the Kronecker delta, and (-, -) is the standard inner product in L2 (T).
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where d;,i = 1,2,--.,r, are unknown parameters, and
fi(),i = 1,2,--- ,r are nonlinear basis functions. Without
loss of generality it is assumed that dy = 1.

By equating the values of the intermediate variable (v(n))
computed from the input and from the output in Fig. 1, the
following linear regressor equation is obtained

fily(n)) = 6" (n)8, )
where
0 2 [dy,ds,-- ,dp by, by, by)" (5)
o(n) = [=foy(n), -, —fr(y(n)),

Bi(g u(n), -, Bylg Hum)]" . (6)

Given an N-point data set of measured inputs and outputs
{u(n),y(n)}N_,, an estimate of the parameter vector 6 can
be computed by minimizing a quadratic criterion on the
prediction errors e(n) = f1(y(n)) — ¢'(n)0. This is the well
known least squares estimate, which is given by

0= (007) ' of, (7)

provided the indicated inverse exists, and where

[67(1); 67 (2);--- 567 (V)] )
[Fiy(1), fi(w(2), - AT )

The first (r — 1) components of vector 0 correspond to
estimates of the parameters d;,? = 2,--- ,r, used to represent
the inverse of the static nonlinearity A/(-), while the last p
components correspond to an estimate of vector b used to
represent the LTI block in the Wiener model.

The Wiener model estimated with the described method will
hereafter be referred to as Wiener-OB model.

(1>

)
f

lI>

B. Wiener model ID based on BLA

In this case, the BLA approximation of the system is used
as the estimated linear block in the Wiener structure. The
nonlinear block is parameterized using basis functions in the
form

T
Nm) =3 aigi(v(n)), (10)
i=1
where a;,i = 1,2,---,r, are unknown parameters, and
gi(+),i = 1,2,---  r are nonlinear basis functions, such as
polynomials, piecewise-linear functions, radial basis functions,
etc.. Given the input estimation data, the input to the static
nonlinearity can be straightforwardly computed, by filtering
the input with the BLA transfer function. Then, the parameters
in (10) can be estimated by least squares fitting.
The Wiener model estimated with the described method will
hereafter be referred to as Wiener-BLA model.

C. Wiener model ID based on SV-Regression

The Wiener model identification method based on SV-
regression introduced in [15] is summarized in this section.

It is assumed that the transfer function of the linear block in
the Wiener structure of Fig. 1 is parameterized using rational
orthonormal basis functions as in (2). On the other hand, the
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nonlinear block is parameterized using basis functions as in
(10).

With these parameterizations, the Wiener model can be
represented as in Fig. 2. Note that all the unknowns are
now concentrated in the Multiple-Input Single-Output (MISO)
static block N(-). The inputs x1,xs, - - ,xp of this block
are computed by filtering the actual input v with the basis
functions Bi(¢ 1), B2(q71), -+ ,Bp(g™!) used to represent
the LTI block.
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Fig. 2. Parameterized Wiener Model.

Defining now

x(n) £ [z1(n),wa(n), -, ap(n)] €RP, (11)
a 2 [a,a9,-,a,]" €R, (12)
b 2 [bi,bs,--- by €RP, (13)
g() 2 [91(-)792(-),--- _qr(.)]T R —R", (14)
g(x(n)) = gb'x(n): R - R, (15)
the output of the system can be written as
y(n) = a’g(x(n)) +v(n). (16)

Equation (16) is the starting point for the formulation of the
estimation problem within the framework of Support Vector
regression [16]. The estimation problem, in the so-called
primal weight space, can be formulated as follows: Given a
data set of measured inputs and outputs {u(n), y(n)}_,, the
goal is to estimate a model of the form

y(n) = a’g(x(n)) + ¢+ v(n), (17)

where c is a bias term, and {v(n)} is an i.i.d. random process
with zero mean and finite variance. The unknowns in the
model are a € R", ¢ € R, and the order r.

It is well known that the unknowns a and ¢ can be
determined by solving the following constrained optimization
problem [17]

N
. 1 7
min - ca a+v;Ls(V(n)) (18)
subject to y(n) —al'g(x(n)) — c—v(n) =0,
n=1,--,N

where v > 0 is a regularization constant providing a tradeoff
between model complexity (penalized by the first term in (18))

and fitting accuracy to the experimental data (penalized by the
second term in (18)), and L.(v(n)) is Vapnik’s e-insensitivity
loss function, defined as

p(n)] — e

rivm) ={ |

The optimization problem (18) can be solved more easily
in its dual formulation using Lagrange multipliers, [18]. Intro-
ducing the positive definite kernels [17]

K(x(n), x(k)) £ g" (x(n))g(x(k))

associated with the functions g(x(n)), the dual problem in
the Lagrange multipliers (o, and o) can be formulated as
follows:

if lv(n)|>e

otherwise (19)

(20)

1 N
—5 2 (e = al)(ak — a}) K (x(n), x(k))

ma)i
nOin n,k=1
N N
> (an +al) + Yy — )
n=1 n=1
N
subject to Z(a" ay)=0
n=1

which is a quadratic programming (QP) problem with box
constraints, [19]. The dual model representation is given by

N

y(n) =Y (o — ap) K (x(n), x(k)) + ¢

k=1

1)

Although the number of terms in the representation (21)
equals the number of data points /N, only a reduced number
of terms, corresponding to a small number of vectors x(k),
will have non vanishing coefficients (o, — o). These vectors
are the so-called support vectors. The number of support
vectors will depend on the chosen values for € and v, and
on the chosen kernel function. Commonly used kernels are
Gaussian Radial Basis Functions (RBF), polynomial kernels,
and MultiLayer Perceptrons (MLP).

The Wiener model estimated with the described method will
hereafter be referred to as Wiener-SVM model.

D. Identification using nlhw and nlarx

Several functions for the estimation of nonlinear models are
available in the System Identification Toolbox for use with
Matlab [20]. Two of these functions, namely nlhw and nlarx
will be considered in this paper.

Function nlhw allows for the estimation of block oriented
models of the Hammerstein-Wiener type, that is models
composed by a static input nonlinearity followed by LTI
block, followed by a static output nonlinearity in a cascade
connection. Different input and output nonlinearity estimators,
such as piecewise linear, polynomial, saturation, deadzone,
etc., can be specified. The user must also specify the orders
of the numerator and denominator polynomials of the transfer
function of the LTI block, as well as the input-output delay of
that block. The model can be iteratively refined to avoid local



minima. The Wiener model estimated with this method will
hereafter be referred to as Wiener-nlhw model.

Function nlhw allows for the estimation of Nonlinear ARX
models of the form (1). The user must specify the model orders
and delay, as well as the type on nonlinearity (the nonlinear
function F in (1)).

IV. PH NEUTRALIZATION PROCESS

The pH neutralization process considered in this paper
consists of an acid stream (H N QO3), a base stream (NaOH),
and a buffer stream (NaH COs3), that are mixed in a constant
volume (V) stirring tank. The process has been studied by
numerous authors, and constitutes a benchmark for nonlinear
process identification due to its highly nonlinear characteristics
[8], [21], [3], [7], and also for nonlinear model-based control
design, see for instance [10], [11], and [12].

The inputs of the system are the base flow rate (u), which
is usually the manipulated variable, the buffer flow rate (u2),
and the acid flow rate (ug), while the output (y) is the pH of
the effluent solution. A computational model, based on first
principles, was presented in [8]. The authors introduce the
concept of reaction invariants related to charge balance and
carbonate ion balance, associated with each inlet/outlet stream.
The dynamic model for the reaction invariants of the effluent
solution (W, and W}), in state-space form, is given by

& = f(z)+g(x)ur + p(r)uz, (22)
h(z,y) = 0, (23)
where x = [z, 20]T = [W,, W3]T, and
) ) T
flx) = {%(Wa?) — 1), %(Wba - 332)} . (24)
1 1 T
g(x) = |:V(Wa1 —x1), V(Wbl - 962)] . (25
1 1 T
plx) = |:V(Wa2 — 1), V(Ww - 962)] ,  (26)

1+ 2 x 10v—PK:2

1+ 10°K1—y 4 10v—PK>
(27)

where pK; and pK5 are the first and second disassociation
constants of the weak acid (H2C'O3).
The nominal operating conditions are given in Table I.

h(z,y) =21 +10Y" —107Y + 5

TABLE 1
NOMINAL OPERATING CONDITIONS OF THE PH NEUTRALIZATION
PROCESS.
i3 = 16.60ml/s iz = 0.55ml/s
3 = 15.55ml/s V = 2900ml

Wa1 = —3.05 x 1073 M
Waa = -3 x1072M

Wy =5 x 1075 M
Wio =3 x 1072M

Waz =3x1073M W3 = OM

Wa = —4.32 x 1074 M Wy =5.28 x 1074 M
pK1 = 6.35 pKo =10.25
g=1.0
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V. EXPERIMENTAL RESULTS

For the purposes of identification the computational model
of the pH-neutralization process described in Section IV was
excited with band-limited white noise around the nominal
value of the base flow rate w;, keeping the buffer flow
rate and the acid flow rate constant in their nominal values,
corresponding to the operating point (pH = 7). In order to
simulate the more realistic situation of having measurement
noise, the output of the system was corrupted with additive
band limited white noise. The input-output data are shown in
Fig.3. A set of 1600 samples were collected with a sample
period of 1 second. From this set, the first 1000 samples were
used for the estimation of the different nonlinear models, while
the remaining 600 were used for the purposes of validation.

Estimation «——-—— Validation
T T T

®
8

Input (Base flow rate)

L L I
1000 1200 1400 1600

I I I
0 200 400 600

800
Time [s]
Fig. 3. Estimation and validation input (top) - output (bottom) data.

The data were used to estimate the following models:
BLA, Wiener-OB, Wiener-BLA, Wiener-nlhw, Wiener-SVM,
and NARX, presented in Section II-A, using the identification
techniques described in Section III.

Details of the different estimated models follow:

o BLA model: State-space model, estimated with the n4sid
routine of the System Identification Toolbox [20]. The
’best’ option for the 'model order’ argument was em-
ployed. Selected order: n = 3. The option ’prediction’
was selected for the 'focus’ argument.

o Wiener-OB model: A 4th. order linear block was esti-
mated with poles of the bases at {0.98,0.95,0.97,0.60},
while a 7th. order polynomial was estimated for the static
nonlinearity. The orthonormal bases with fixed poles
(OBFP) studied in [22], that have the more common FIR,
Laguerre [23], and Kautz bases as special cases, were
considered.

o Wiener-BLA model: The estimated BLA model was used
as the linear block, while a 7th. order polynomial was
estimated for the static nonlinearity.

o Wiener-SVM model: The meta-parameters of the SV-
regression algorithm were set to: v = 2000, e =
0.001. Gaussian Radial Basis Functions (RBF) were
used as kernel functions, with a kernel bandwidth
0?2 = 10. On the other hand, OBFP with poles
at {0.9849, 09849, 0.8305, 08305, 0.8305,0.8305}, were
employed for the linear block estimation.

o Wiener-nlhw model: The nlhw routine of the System
Identification Toolbox [20] was used to estimate a Wiener
model. A 3rd. order model was selected for the linear
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block, while piecewise-linear functions where selected to
represent the nonlinear block.

o NARX model: The nlarx routine of the System Identifica-
tion Toolbox [20] was used to estimate a NARX model.
The following parameters were chosen for the estimation:
Nng = 3, np = 3, ni, = 1. A sigmoid network was chosen
as the nonlinear function F.

To quantify the prediction accuracy of the estimated models,
the Best FIT, defined as:

||y —You H

Best FIT = <1 BT ——
||YU - ymeanH

) x 100, (28)
was used as the error criterion. Here y is a vector with the
output of the model when excited with the validation input
data, y, is a vector with the validation output data, ¥ecan iS
the mean value of the validation output, and || - || stands for
the Euclidean vector norm. The resulting Best FITs for the
different estimated models are included in Table II. To give
an idea of the complexity of the estimated models, the number
of estimated parameters for each model is also included in the
fourth column of Table II.

TABLE 11
PREDICTION ACCURACY AND NUMBER OF PARAMETERS FOR THE
DIFFERENT ESTIMATED MODELS.

Model ~ Method  Best FIT [%]  # parameters
Wiener OB 80.3912 12
Wiener BLA 83.8640 23
Wiener nlhw 87.4905 25
Wiener SVM 84.3179 #SV: 891
NARX nlarx 89.1412 15
BLA n4sid 60.3541 15

From the results in Table II, it can be concluded that
the estimated linear model (BLA model) is not capable of
accurately describing the system when large deviations from
the operating point are taking place. Regarding the estimated
Wiener models, the one with the best accuracy is the Wiener-
nlhw model. However if one trades off fitting accuracy and
model complexity, a good choice would be the Wiener-OB
model. The overall best fitting accuracy was obtained by the
estimated NARX model, with a reasonable model complexity.
The Wiener-SVM also resulted with a very good fitting
accuracy. Note however that only a kernel representation of
the system has been estimated, instead of the parameters of
the linear and nonlinear blocks in the Wiener structure.

The validation output and the outputs predicted by the
estimated Wiener-nlhw and NARX-nlarx models (the two
models with the best accuracy) are shown in Fig. 4.

The estimated transfer functions of the linear blocks in
the Wiener models are shown in Table III, together with the
transfer function associated with the BLA model.

The normalized® (to unit static gain) magnitude frequency
responses of the linear blocks in the estimated Wiener-OB,
Wiener-BLA, and Wiener-nlhw models are represented in Fig.
5. It can be observed that all the estimated linear blocks

3The normalization is required due to the cascade structure of the Wiener
model. Without normalization, the parameters of the linear and nonlinear
blocks can only be estimated modulo an arbitrary gain.

—— Measured Output
851 ~—— Wiener-nlhw T
= = =NARX-nlarx

I I I
(7 200 400 600 . 800 1000 1200 1400 1600
Time [s

Fig. 4. Validation: Measured Output (black solid line), Outputs of the
estimated Wiener-nlhw (grey solid line, BestFit = 87.4905 %), and NARX-
nlarx (black-dashed line, BestFit = 89.1412 %) models.

TABLE III
ESTIMATED TRANSFER FUNCTIONS OF THE LINEAR BLOCKS IN THE
WIENER MODELS, AND BLA TRANSFER FUNCTION.

Model Method G(z)
Wiener OB 0.006623 —0.016322+0.0130z —0.0033
2473.50z3+4.254312272.5849z+0.5418
Wiener BLA 0.009322-0.01492+0.0063
23 -2.60712242.28752—0.6793
Wiener nlhw ~ 2—0.7834
23-1.3372240.080872+0.2606
BLA ndsid 0.009322-0.01492+0.0063

23 -2.60712242.28752—0.6793

capture approximately the same dynamics. For the case of
the Wiener-BLA model, this is an expected result since it has
been proved that, when Gaussian inputs are employed, the
dynamics estimated by the BLA model are equal to the ones
captured by the linear block in the Wiener structure [24].

—— Wiener-0B | |
RS - - - Wiener-BLA
- - Wiener-nhw|

Magnitude [dB]
&
S
T

0001 0.01
Frequency [Hz]

Fig. 5. Normalized (to unit static gain) magnitude frequency responses of the
linear blocks in the estimated Wiener-OB (solid line), Wiener-BLA (dashed
line), and Wiener-nlhw (dash-dotted line) models.

The estimated static nonlinearities for the Wiener-OB, the
Wiener-BLA, and the Wiener-nlhw models are represented in
Figures 6, 7, and 8, respectively.

VI. CONCLUSIONS

In this paper, several state-of-the-art nonlinear identification
methods have been compared on a benchmark pH neutraliza-
tion process. Wiener models estimated using methods based
on orthonormal bases representations, as well as on methods
based on support vector regression techniques were consid-
ered. The estimated Wiener model with the best accuracy was
the Wiener-nlhw model, but with a relatively large number of
parameters. The Wiener model with the best tradeoff between



Fig. 6.

Fig. 7.
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fitting accuracy and model complexity was the Wiener-OB
model. The overall best fitting accuracy was obtained by the
estimated NARX model, with a reasonable model complexity.
Even though there are many results on the use of Wiener
models for control design (in particular for Nonlinear Model
Predictive Control), this is not the case for NARX models and
kernel models, and their suitability for control design must be
still investigated.

[1]
[2]

[3]

[4]
[5]

[6]

(7]

(8]

[

REFERENCES

L. Ljung, System Identification: Theory for the User, 2nd ed. New
Jersey: Prentice-Hall, Inc., 1999.

E. Bai, “An optimal two-stage identification algorithm for Hammerstein-
Wiener nonlinear systems,” Automatica, vol. 34, no. 3, pp. 333-338,
1998.

J. C. Gomez and E. Baeyens, “Identification of block-oriented nonlinear
systems using orthonormal bases,” Journal of Process Control, vol. 14,
no. 6, pp. 685-697, 2004.

F. Giri and E. Bai, Eds., Block-oriented nonlinear system identification.
Berlin: Springer, 2010.

S. Boyd and L. Chua, “Fading memory and the problem of approximat-
ing nonlinear operators with Volterra series,” IEEE Trans. on Circuits
and Systems, vol. CAS-32, no. 11, pp. 1150-1161, 1985.

A. Kalafatis, N. Arifin, L. Wang, and W. Cluett, “A new approach to the
identification of pH processes based on the Wiener model,” Chemical
Engineering Science, vol. 50, no. 23, pp. 3693-3701, 1995.

J. C. Gémez and E. Baeyens, “Subspace identification of multivariable
Hammerstein and Wiener models,” European Journal of Control, vol. 11,
no. 2, pp. 127-136, 2005.

M. Henson and D. Seborg, “Adaptive nonlinear control of a pH neutral-
ization process,” IEEE Trans. on Control Systems Technology, vol. 2,
no. 3, pp. 169-182, 1994.

S. Norquay, A. Palazoglu, and J. Romagnoli, “Application of Wiener
Model Predictive Control (WMPC) to a pH neutralization experiment,”
IEEE Transactions on Control Systems Technology, vol. 7, no. 4, pp.
437-445, 1999.

158

13F B i 4

1= 8

3 B : 4

1 4
L

I L I I I
183.1311 283.1311 383.1311 483.1311 683.1311 783.1311 883.1311 983.1311
I

583.1311
Input to static nonlinearity

Fig. 8. Estimated static nonlinearity for the Wiener-nlhw model.

[10]

[11]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

(20]
[21]

[22]

(23]

[24

J. C. G6émez, A. Jutan, and E. Baeyens, “Wiener model identification
and predictive control of a pH neutralization process,” IEE Proceedings
on Control Theory and Applications, vol. 151, no. 3, pp. 329-338, May
2004.

S. Mahmoodi, J. Poshtan, M. Jahed-Motlag, and A. Montazeri, “Non-
linear model predictive control of a pH neutralization process based on
Wiener-Laguerre model,” Chemical Engineering Journal, vol. 146, pp.
328-337, 2009.

Q. Wang and J.-Z. Zhang, “Wiener model identification and predictive
control of a pH neutralization process based on Laguerre filters and
least squares support vector machines,” Journal of Zheijang University-
Science-C (Computers and Electronics), vol. 12, no. 1, pp. 25-35, 2011.
P. Van Overschee and B. de Moor, “N4SID: Subspace algorithms
for the identification of combined deterministic-stochastic systems,”
Automatica, vol. 30, no. 1, pp. 75-93, 1994.

M. Viberg, “Subspace-based methods for the identification of linear
time-invariant systems,” Automatica, vol. 31, no. 12, pp. 1835-1851,
1995.

J. C. Gémez and E. Baeyens, “A combined SVM/OB-based Wiener
model identification method,” in Proceedings of the 16th IFAC SYSID,
vol. 16, Brussels, Belgium, July 2012, pp. 638-643.

T. Falck, P. Dreesen, K. De Brabanter, K. Pelckmans, B. De Moor, and
J. Suykens, “Least-squares support vector machines for the identifica-
tion of Wiener-Hammerstein systems,” Control Engineering Practice,
vol. 20, no. 11, pp. 1165-1174, 2012.

V. Vapnik, Statistical Learning Theory. New York: John Wiley & Sons,
1998.

B. Scholkopf and A. Smola, Learning with Kernels.
MIT Press, 2002.

J. Suykens, “Support vector machines and kernel-based learning for
dynamical systems modelling,” in Proc. of the 15th IFAC SYSID, Saint-
Malo, France, July 2009, pp. 1029-1037.

L. Ljung, System Identification Toolbox, User’s Guide, The MathWorks,
Inc., Natick, MA, 2015.

M. Henson and D. Seborg, Eds., Nonlinear Process Control.
Prentice Hall PTR, 1997, ch. 4: "Feedback Linearizing Control”.
B. Ninness and F. Gustafsson, “A unifying construction of orthonormal
bases for system identification,” IEEE Trans. on Autom. Control, vol.
AC-42, no. 4, pp. 515-521, 1997.

B. Wahlberg, “System identification using Laguerre models,” /[EEE
Trans. on Autom. Control, vol. AC-36, no. 5, pp. 551-562, 1991.

R. Pintelon and J. Schoukens, System Identification: A frequency domain
approach, 2nd ed. New Jersey: Wiley-IEEE Press, 2012.

Cambridge, MA:

N.J.:




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


